
NLP Tasks (Continued)
CMSC 473/673 - NATURAL LANGUAGE PROCESSING
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Slides modified from Dr. Frank Ferraro & Dr. Jason Eisner



Learning Objectives
Distinguish between different text classification tasks

Formalize NLP Tasks at a high-level:
◦ What are the input/output for a particular task?

◦ What might the features be?

◦ What types of applications could the task be used for?
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Similar to HW 1



Review
What’s the difference between learning/training and inference/decoding/testing 
a model? 
▪Training: adjusting the model’s weights to learn how to make good predictions; making the 
model

▪Decoding: using a model’s existing weights to make predictions; running the model when it’s 
done

How are the objective function and evaluation function the same?
▪ Calculation to determine how accurate the predictions are

How are they different?
▪ Objective function is for training → tells the model how close it’s getting to optimal weights

▪ Evaluation function is for testing
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What are the three types of features we 
discussed?

1. Bag-of-words (or bag-of-
characters, bag-of-relations)

2. Linguistically-inspired 
features

3. Dense features via 
embeddings

• easy to define / extract
• sometimes still very useful

• harder to define
• helpful for interpretation
• depending on task: 

conceptually helpful
• currently, not freq. used

• harder to define
• harder to extract (unless 

there’s a model to run)
• currently: freq. used
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Classification Types (Terminology)
Name Number of 

Tasks 
(Domains) 
Labels are 

Associated with

# Label Types Example

(Binary) Classification 1 2
Sentiment: Choose one of 

{positive or negative}

Multi-class 
Classification

1 > 2
Part-of-speech: Choose one 

of {Noun, Verb, Det, Prep, …}

Multi-label 
Classification

1 > 2
Sentiment: Choose multiple 

of {positive, angry, sad, 
excited, …}

Multi-task 
Classification

> 1
Per task: 2 or > 2 

(can apply to binary 
or multi-class)

Task 1: part-of-speech
Task 2: named entity tagging

…
----------------------

Task 1: document labeling
Task 2: sentiment
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Text Annotation Tasks 
(“Classification” Tasks)

1.Classify the entire document (“text categorization”)

2.Classify word tokens individually

3.Classify word tokens in a sequence

4.Identify phrases (“chunking”)

5.Syntactic annotation (parsing)

6.Semantic annotation

7.Text generation
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Text Annotation Tasks 
(“Classification” Tasks)

1.Classify the entire document (“text categorization”)

2.Classify word tokens individually

3.Classify word tokens in a sequence

4.Identify phrases (“chunking”)

5.Syntactic annotation (parsing)

6.Semantic annotation
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Review: Document Classification
Assigning subject categories, topics, or 
genres

Spam detection

Authorship identification

Language Identification

Sentiment analysis

…
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Text Annotation Tasks 
(“Classification” Tasks)

1.Classify the entire document (“text categorization”)

2.Classify word tokens individually

3.Classify word tokens in a sequence

4.Identify phrases (“chunking”)

5.Syntactic annotation (parsing)

6.Semantic annotation

7.Text generation
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(WSD)

Build a special classifier just for “plant” tokens
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slide courtesy of D. Yarowsky (modified)

p(class | token in context) 



WSD for

Build a special classifier just for “sentence” tokens
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p(class | token in context) 
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What features?  Example: “word to 
[the] left [of correction]”

Spelling correction using an n-gram 
language model (n ≥ 2) would use 
words to left and right to help 
predict the true word.

Similarly, an HMM would predict a 
word’s class using classes to left 
and right.

But we’d like to throw in all kinds of 
other features, too …
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p(class | token in context) 
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generates a whole bunch of potential 
cues – use data to find out which 

ones work best
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An assortment of possible cues ...

slide courtesy of D. Yarowsky (modified)



merged ranking
of all cues 

of all these types

This feature is 
relatively weak, 

but weak 
features are still 
useful, especially 

since 
very few features 
will fire in a given 

context.
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An assortment of possible cues ...

slide courtesy of D. Yarowsky (modified)



Final decision list for lead   (abbreviated)

List of all features,
 ranked by their weight.

(These weights are for a simple 
“decision list” model where the single 

highest-weighted feature that fires 
gets to make the decision all by itself.

  However, a log-linear model, which 
adds up the weights of all features 
that fire, would be roughly similar.)
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What are the input/output?
What are the features?
What types of applications?



Token Classification
Word pronunciation

Word sense disambiguation (WSD) 
within or across languages

Accent restoration

…
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features F1 extracted from 
word w1 and its surrounding 
words (context)

predicted class ෝcj

Other examples?
actual class cj 

C = {c1, c2,…, cJ}F1 = [f1,1 , f1,2 , … f1,m]



Text Annotation Tasks 
(“Classification” Tasks)

1.Classify the entire document (“text categorization”)

2.Classify word tokens individually

3.Classify word tokens in a sequence (i.e., order matters)

4.Identify phrases (“chunking”)

5.Syntactic annotation (parsing)

6.Semantic annotation

7.Text generation
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Part of Speech Tagging
We could treat tagging as a token classification problem
◦ Tag each word independently given features of context

◦ And features of the word’s spelling (suffixes, capitalization)
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Sequence Labeling as Classification
Classify each token independently but use as input features, information about 
the surrounding tokens (sliding window).
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John saw the  saw  and  decided  to  take  it     to   the   table    .

classifier

NNP

Slide courtesy Ray Mooney, with mild edits
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Sequence Labeling as Classification
Classify each token independently but use as input features, information about 
the surrounding tokens (sliding window).

2/6/2025 NLP TASKS 25

John saw the  saw  and  decided  to  take  it     to   the   table    .

classifier

VBD

Slide courtesy Ray Mooney, with mild edits
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Sequence Labeling as Classification
Classify each token independently but use as input features, information about 
the surrounding tokens (sliding window).
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John saw the  saw  and  decided  to  take  it     to   the   table    .

classifier

DT
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Sequence Labeling as Classification
Classify each token independently but use as input features, information about 
the surrounding tokens (sliding window).
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John saw the  saw  and  decided  to  take  it     to   the   table    .

classifier

NN
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Sequence Labeling as Classification
Classify each token independently but use as input features, information about 
the surrounding tokens (sliding window).
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John saw the  saw  and  decided  to  take  it     to   the   table    .

classifier

CC
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Sequence Labeling as Classification
Classify each token independently but use as input features, information about 
the surrounding tokens (sliding window).
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John saw the  saw  and  decided  to  take  it     to   the   table    .

classifier
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Sequence Labeling as Classification
Classify each token independently but use as input features, information about 
the surrounding tokens (sliding window).
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John saw the  saw  and  decided  to  take  it     to   the   table    .

classifier

TO

Slide courtesy Ray Mooney, with mild edits
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Sequence Labeling as Classification
Classify each token independently but use as input features, information about 
the surrounding tokens (sliding window).
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John saw the  saw  and  decided  to  take  it     to   the   table    .

classifier

VB
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Sequence Labeling as Classification
Classify each token independently but use as input features, information about 
the surrounding tokens (sliding window).
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John saw the  saw  and  decided  to  take  it     to   the   table    .

classifier

PRP

Slide courtesy Ray Mooney, with mild edits
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Sequence Labeling as Classification
Classify each token independently but use as input features, information about 
the surrounding tokens (sliding window).
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John saw the  saw  and  decided  to  take  it     to   the   table    .

classifier

IN
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Sequence Labeling as Classification
Classify each token independently but use as input features, information about 
the surrounding tokens (sliding window).
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John saw the  saw  and  decided  to  take  it     to   the   table    .

classifier

DT
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Sequence Labeling as Classification
Classify each token independently but use as input features, information about 
the surrounding tokens (sliding window).
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John saw the  saw  and  decided  to  take  it     to   the   table   .

classifier

NN

Slide courtesy Ray Mooney, with mild edits

What are the input/output?

<BOS>



Part of Speech Tagging
We could treat tagging as a token classification problem
◦ Tag each word independently given features of context

◦ And features of the word’s spelling (suffixes, capitalization)

Or we could use an HMM: 
◦ The point of the HMM is basically that the tag of one word might depend on the tags of 

adjacent words.
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Part of Speech Tagging
Or we could use an HMM: 

0.001

Bill  directed     a     cortege  of   autos   through    the  dunes

probs from
unigram 
replacement

Start Stop

Det

Adj

N

Det

Adj

N

Det

Adj

Det

Adj

Start PN   Verb     Det     Noun     Prep   Noun    Prep     Det    Noun Stop

0.4 0.6probs
from tag 
bigram 
model

N N

Adj:directed…
Noun:autos…Adj:directed…

Adj:cool 0.0009
Noun:cool 0.007
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Det:the 0.32
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Part of Speech Tagging
We could treat tagging as a token classification problem

◦ Tag each word independently given features of context
◦ And features of the word’s spelling (suffixes, capitalization)

Or we could use an HMM: 
◦ The point of the HMM is basically that the tag of one word might depend on the tags of adjacent 

words.

Combine these two ideas??
◦ We’d like rich features (e.g., in a log-linear model), but we’d also like our feature functions to 

depend on adjacent tags.
◦ So, the problem is to predict all tags together.
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wi-3 wi-2 wiwi-1

hi-3 hi-2 hi-1 hi

yi-3 yi-2 yiyi-1

observe these words one at a time

predict the label for the word

from these hidden states

Can We Use Neural, Recurrent Methods 
for PoS Tagging?
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Token Classification in a Sequence
Part of speech tagging

Word alignment
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features F1 extracted from 
word w1 and its surrounding 
words (context)

predicted classes ෝc1, …, ෝcn 

actual classes c1, ..., cn 

F1 = [f1,1 , f1,2 , … f1,m]

Sliding 
window



Machine Translation: Word Alignment
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https://towardsdatascience.com/machine-translation-a-short-overview-91343ff39c9f

What kinds of features might we 
want to consider here?

What are the input/output?



Token Classification in a Sequence
Part of speech tagging

Word alignment
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Other examples?

features F1 extracted from 
word w1 and its surrounding 
words (context)

predicted classes ෝc1, …, ෝcn 

actual classes c1, ..., cn 

F1 = [f1,1 , f1,2 , … f1,m]

Sliding 
window



Text Annotation Tasks 
(“Classification” Tasks)

1.Classify the entire document (“text categorization”)

2.Classify word tokens individually

3.Classify word tokens in a sequence

4.Identify phrases (“chunking”)

5.Syntactic annotation (parsing)

6.Semantic annotation

7.Text generation
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Example: Finding Named Entities
Named entity recognition (NER)

Identify proper names in texts, and classification into a set of predefined 
categories of interest

2/6/2025 NLP TASKS 44



NE Types
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https://medium.com/@rajat.jain1/natural-language-extraction-using-spacy-on-a-set-of-novels-88b159d68686



Named Entity Recognition
CHICAGO (AP) — Citing high fuel prices, United Airlines said Friday it has increased 
fares by $6 per round trip on flights to some cities also served by lower-cost carriers. 
American Airlines, a unit AMR, immediately matched the move, spokesman Tim 
Wagner said. United, a unit of UAL, said the increase took effect Thursday night and 
applies to most routes where it competes against discount carriers, such as Chicago to 
Dallas and Atlanta and Denver to San Francisco, Los Angeles and New York.
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