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Slides modified from Dr. Frank Ferraro



Learning Objectives
Correct common misconceptions about machine learning

Define a language model

Understand the use & creation of dense vector embeddings
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Misconceptions
Continual/Lifelong Learning vs “Regular” Machine Learning

Baselines

Determining a goal vs evaluation metrics

Language Models
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Continual Learning vs Machine Learning
“STATIC” MACHINE LEARNING

Model

CONTINUAL MACHINE LEARNING

Model
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Model

1) Train

2) Test/Deploy

Data
Objective 
Function

Single
Input

Output

Data Output

Objective/
Evaluation 
Metric

Output

Evaluation 
Function

Feedback



Determining how good a model is
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2) Test

100%

52.6%



Determining how good a model is: 
Baselines
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Determining how good a model is: 
Baselines
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Our
Model

Output
Evaluation 
Function

Baseline
Model 1

Input

Output
Evaluation 
Function

52.6%

3.6%
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Model 2

Output
Evaluation 
Function 68.2%



Determining how good a model is: 
Evaluation Metric vs Goal
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Model Output
Evaluation 
Function

52.6%Input

Classification 
Accuracy

Translation
Model

What are you evaluating?
• How good is the model at translating from 

Mandarin to Twi?
• How accurate is the model at translating the 

word “potato” across languages?

• [Your questions here]



Bonus Misconception: Data References
If it’s cited in a paper:

In Text

In this paper, we use ROC Stories (Mostafazadeh et al., 2016), which is a dataset…

Reference

Mostafazadeh, N., Chambers, N., He, X., Parikh, D., Batra, D., Vanderwende, L., Kohli, P., 
& Allen, J. (2016). A Corpus and Cloze Evaluation for Deeper Understanding of 
Commonsense Stories. Conference of the North American Chapter of the Association for 
Computational Linguistics: Human Language Technologies (NAACL), 839–849. 
http://www.aclweb.org/anthology/N16-1098
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Bonus Misconception: Data References
If it’s not cited in a paper (i.e., just online/on Github/on ):

In Text

We scraped story plots from Fandom wikis1

Footnote

1 https://www.fandom.com/
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θ

Evaluation 
Function

score

Objective 
Function

score

Objective / Eval 
Function

instances features: 
K-dimensional vector 
representations (one 

per instance)

ML model:
• take in featurized input
• output scores/labels
• contains weights θ

“Gold” 
(correct) 

labels

output



Modeling
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𝑃(𝑦 | 𝑥)Classification

𝑃 𝑤𝑡 𝑤𝑡−1, 𝑤𝑡−2 … )Language 
Model (LM)

A language model is used to generate the next word(s) 
given a history of words.
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Embeddings
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Objective / Eval 
Function

instances features: 
K-dimensional vector 
representations (one 

per instance)

ML model:
• take in featurized input
• output scores/labels
• contains weights θ

“Gold” 
(correct) 

labels

output
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Representing Inputs/Outputs

θ

Evaluation 
Function

score

Objective 
Function

score



Objective / Eval 
Function

instances features: 
K-dimensional vector 
representations (one 

per instance)

ML model:
• take in featurized input
• output scores/labels
• contains weights θ

“Gold” 
(correct) 

labels

output
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Representing Inputs/Outputs

θ

Evaluation 
Function

score

Objective 
Function

score



How have we represented words?
Each word is a distinct item
◦ Bijection between the strings and unique integer ids:

◦ "cat" --> 3, "kitten" --> 792 "dog" --> 17394

◦ Are "cat" and "kitten" similar?

Equivalently: "One-hot" encoding
◦ Represent each word type w with a vector the size of the vocabulary

◦ This vector has V-1 zero entries, and 1 non-zero (one) entry
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One-Hot Encoding Example
Let our vocab be {a, cat, saw, mouse, happy}

V = # types = 5

Assign:

a 4

cat 2

saw 3

mouse 0

happy 1

𝑒cat =

0
0
1
0
0

How do we 
represent “cat?”

𝑒happy =

0
1
0
0
0

How do we 
represent 
“happy?”
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The Fragility of One-Hot Encodings
Case Study: Maxent Plagiarism Detector

Given two documents 𝑥1, 𝑥2, predict y = 1 (plagiarized) or y = 0 (not plagiarized)

What is/are the:

Method/steps for predicting?

General formulation?

Features?

Image: http://3.bp.blogspot.com/_MWJDzvrnu7Y/TTcXpCWZerI/AAAAAAAAAWY/zxu1GwrIBz0/s1600/excellent-mr-burns.gif

There’s no way you’ll 
catch me!
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Case Study: Maxent Plagiarism Detector 
(Feature Example)

Given two documents 𝑥1, 𝑥2, predict y = 1 (plagiarized) or y = 0 
(not plagiarized)

Intuition: documents are more likely to be plagiarized if they have 
words in common

𝑓any−common−word,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓<word v>,Plag. 𝑥1, 𝑥2 = ? ? ?

Yes, but surely some 
words will be in 
common… these 

features won’t catch 
phrases!

Image: http://3.bp.blogspot.com/_MWJDzvrnu7Y/TTcXpCWZerI/AAAAAAAAAWY/zxu1GwrIBz0/s1600/excellent-mr-burns.gif
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Case Study: Maxent Plagiarism Detector 
(Feature Example)

Given two documents 𝑥1, 𝑥2, predict y = 1 (plagiarized) or y = 0 
(not plagiarized)

Intuition: documents are more likely to be plagiarized if they have 
words in common

𝑓any−common−word,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓<word v>,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓<ngram Z>,Plag. 𝑥1, 𝑥2 = ? ? ?

No problem, I’ll just 
change some words!

Image: http://3.bp.blogspot.com/_MWJDzvrnu7Y/TTcXpCWZerI/AAAAAAAAAWY/zxu1GwrIBz0/s1600/excellent-mr-burns.gif
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Case Study: Maxent Plagiarism Detector 
(Feature Example)

Given two documents 𝑥1, 𝑥2, predict y = 1 (plagiarized) or y = 0 
(not plagiarized)

Intuition: documents are more likely to be plagiarized if they have 
words in common

𝑓any−common−word,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓<word v>,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓<ngram Z>,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓synonym−of−<word v>,Plag. 𝑥1, 𝑥2 = ? ? ?

Okay… but there are 
too many possible 
synonym n-grams!

Image: http://3.bp.blogspot.com/_MWJDzvrnu7Y/TTcXpCWZerI/AAAAAAAAAWY/zxu1GwrIBz0/s1600/excellent-mr-burns.gif
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Case Study: Maxent Plagiarism Detector 
(Feature Example)

Given two documents 𝑥1, 𝑥2, predict y = 1 (plagiarized) or y = 0 
(not plagiarized)

Intuition: documents are more likely to be plagiarized if they have 
words in common

𝑓any−common−word,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓<word v>,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓<ngram Z>,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓synonym−of−<word v>,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓synonym−of−<ngram Z>,Plag. 𝑥1, 𝑥2 = ? ? ?

Image: http://3.bp.blogspot.com/_MWJDzvrnu7Y/TTcXpCWZerI/AAAAAAAAAWY/zxu1GwrIBz0/s1600/excellent-mr-burns.gif
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Hah, I win!

http://3.bp.blogspot.com/_MWJDzvrnu7Y/TTcXpCWZerI/AAAAAAAAAWY/zxu1GwrIBz0/s1600/excellent-mr-burns.gif


Plagiarism Detection: Word Similarity?
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A Dense Representation (E=2)
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Review: Distributional Representations
A dense, “low”-dimensional vector representation

An E-dimensional 
vector, often (but not 
always) real-valued

Up till ~2013: E could be 
any size

2013-present: E << vocab
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These are also called 
• embeddings

• Continuous representations
• (word/sentence/…) vectors

• Vector-space models

Many values 
are not 0 (or at 

least less 
sparse than 

one-hot)



Continuous Meaning
The paper reflected the truth.
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Continuous Meaning
The paper reflected the truth.

reflected

paper

truth
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Continuous Meaning
The paper reflected the truth.

reflected

paper

truth

glean

hide

falsehood

where might these go 
in this space?
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Continuous Meaning
The paper reflected the truth.

reflected

paper

truth

glean

hide

One option
falsehood
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Continuous Meaning
The paper reflected the truth.

reflected

paper

truth

glean

Another option

falsehood

hide
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(Some) Properties of Embeddings
Capture “like” (similar) words

Mikolov et al. (2013)

https://media3.giphy.com/media/3orif0M8U1E7NfpFzq/200_s.gif
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(Some) Properties of Embeddings
Capture “like” (similar) words

Capture relationships

Mikolov et al. (2013)

vector(‘king’) – 
vector(‘man’) + 

vector(‘woman’)  ≈
 vector(‘queen’)

vector(‘Paris’) - 
vector(‘France’) + 
vector(‘Italy’) ≈ 
vector(‘Rome’)
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https://projector.tensorflow.org/
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Case Study: Maxent Plagiarism Detector 
(Feature Example)

Given two documents 𝑥1, 𝑥2, predict y = 1 (plagiarized) or y = 0 
(not plagiarized)

Intuition: documents are more likely to be plagiarized if they have 
words in common

𝑓any−common−word,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓<word v>,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓<ngram Z>,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓synonym−of−<word v>,Plag. 𝑥1, 𝑥2 = ? ? ?

𝑓synonym−of−<ngram Z>,Plag. 𝑥1, 𝑥2 =

get_similarity_with_embeddings()



Image: http://3.bp.blogspot.com/_MWJDzvrnu7Y/TTcXpCWZerI/AAAAAAAAAWY/zxu1GwrIBz0/s1600/excellent-mr-burns.gif
3/4/2025 VECTOR EMBEDDINGS 38

http://3.bp.blogspot.com/_MWJDzvrnu7Y/TTcXpCWZerI/AAAAAAAAAWY/zxu1GwrIBz0/s1600/excellent-mr-burns.gif


Vector Representations
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Key Ideas

1. Acquire basic contextual statistics (often counts) for each word type v

2. Extract a real-valued vector ev for each word v from those statistics

3. Use the vectors to represent each word in later tasks
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[0.00315225, 0.00315225, 0.00547597, 0.00741556, 0.00912817, 0.01068435, 0.01212381, 0.01347162, 0.01474487, 0.0159558 ] 

Vector from https://www.tensorflow.org/text/tutorials/word2vec

Vector embeddings can be used 
for phrases, paragraphs, or even 

whole documents!



Common Continuous 
Representations
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Shared Intuition
Model the meaning of a word by “embedding” in a vector space

The meaning of a word is a vector of numbers

Contrast: word meaning is represented in many computational linguistic 
applications by a vocabulary index (“word number 545”) or the string itself
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Three Common Kinds of Embedding 
Models

1. Co-occurrence matrices

2. Matrix Factorization: Singular value decomposition/Latent Semantic 
Analysis, Topic Models

3. Neural-network-inspired models (skip-grams, CBOW)

3/4/2025 VECTOR EMBEDDINGS 43



Three Common Kinds of Embedding 
Models

1. Co-occurrence matrices

2. Matrix Factorization: Singular value decomposition/Latent Semantic 
Analysis, Topic Models

3. Neural-network-inspired models (skip-grams, CBOW)

Co-occurrence matrices can be used in their own 
right, but they’re most often used as inputs 

(directly or indirectly) to the matrix factorization 
or neural approaches
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Co-occurrence Matrix

Acquire basic contextual statistics 
(often counts) for each word type v  via 

correlate.

Per-correlated 
word statistics

j

i

words

co
rr

el
a

te
s
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Co-occurrence Matrix
Acquire basic contextual statistics 
(often counts) for each word type v  via 
correlate: 

For example:

documents
◦ Record how often a word occurs in each 

document

  

Per-correlated 
word statistics

j

i

words

co
rr

el
a

te
s

# correlates =
# documents

3/4/2025 VECTOR EMBEDDINGS 46



Co-occurrence Matrix
Acquire basic contextual statistics 
(often counts) for each word type v  via 
correlate:

For example:

documents

surrounding context words
◦ Record how often v occurs with other 

word types u

  

Per-correlated 
word statistics

j

i

words

co
rr

el
a

te
s

# correlates =
# word types
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Co-occurrence Matrix
Acquire basic contextual statistics 
(often counts) for each word type v  via 
correlate:

For example:

documents

surrounding context words

linguistic annotations (POS tags, 
syntax)

…

Per-correlated 
word statistics

j

i

words

co
rr

el
a

te
s

Assumption: Two words 
are similar if their 
vectors are similar
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“Acquire basic contextual statistics (often 
counts) for each word type v”
Two basic, initial counting approaches
◦ Record which words appear in which documents

◦ Record which words appear together

These are good first attempts, but with some large downsides
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“You shall know a word by the company 
it keeps!” Firth (1957)

battle soldier fool clown

As You Like It 1 2 37 6

Twelfth Night 1 2 58 117

Julius Caesar 8 12 1 0

Henry V 15 36 5 0

document (↓)-word (→) count matrix

basic bag-of-
words 

counting
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“You shall know a word by the company 
it keeps!” Firth (1957)

battle soldier fool clown

As You Like It 1 2 37 6

Twelfth Night 1 2 58 117

Julius Caesar 8 12 1 0

Henry V 15 36 5 0

document (↓)-word (→) count matrix

Assumption: Two documents are similar if their vectors are similar
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“You shall know a word by the company 
it keeps!” Firth (1957)

battle soldier fool clown

As You Like It 1 2 37 6

Twelfth Night 1 2 58 117

Julius Caesar 8 12 1 0

Henry V 15 36 5 0

document (↓)-word (→) count matrix

Assumption: Two words are similar if their vectors are similar???
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“You shall know a word by the company 
it keeps!” Firth (1957)

battle soldier fool clown

As You Like It 1 2 37 6

Twelfth Night 1 2 58 117

Julius Caesar 8 12 1 0

Henry V 15 36 5 0

document (↓)-word (→) count matrix

Assumption: Two words are similar if their vectors are similar

Issue: Count word vectors are very large, sparse, and skewed!
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“You shall know a word by the company 
it keeps!” Firth (1957)

apricot pineapple digital information

aardvark 0 0 0 0

computer 0 0 2 1

data 0 10 1 6

pinch 1 1 0 0

result 0 0 1 4

sugar 1 1 0 0

context (↓)-word (→) count matrix

Context: those other words within a small “window” of a target word
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“You shall know a word by the company 
it keeps!” Firth (1957)

apricot pineapple digital information

aardvark 0 0 0 0

computer 0 0 2 1

data 0 10 1 6

pinch 1 1 0 0

result 0 0 1 4

sugar 1 1 0 0

context (↓)-word (→) count matrix

a cloud   computer stores digital data on  a remote computer

Context: those other words within a small “window” of a target word

3/4/2025 VECTOR EMBEDDINGS 55



“You shall know a word by the company 
it keeps!” Firth (1957)

apricot pineapple digital information

aardvark 0 0 0 0

computer 0 0 2 1

data 0 10 1 6

pinch 1 1 0 0

result 0 0 1 4

sugar 1 1 0 0

context (↓)-word (→) count matrix

The size of windows depends on your goals
The shorter the windows , the more syntactic the representation

± 1-3 more “syntax-y”
The longer the windows, the more semantic the representation

± 4-10 more “semantic-y”

3/4/2025 VECTOR EMBEDDINGS 56



“You shall know a word by the company 
it keeps!” Firth (1957)

apricot pineapple digital information

aardvark 0 0 0 0

computer 0 0 2 1

data 0 10 1 6

pinch 1 1 0 0

result 0 0 1 4

sugar 1 1 0 0

context (↓)-word (→) count matrix

Assumption: Two words are similar if their vectors are similar

Issue: Count word vectors are very large, sparse, and skewed!

Context: those other words within a small “window” of a target word
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Pointwise Mutual Information (PMI): 
Dealing with Problems of Raw Counts

3/4/2025 VECTOR EMBEDDINGS 58

Raw word frequency is not a great 
measure of association between 
words

It’s very skewed: “the” and “of” are 
very frequent, but maybe not the 
most discriminative

We’d rather have a measure that asks 
whether a context word is particularly 
informative about the target word.

(Positive) Pointwise Mutual 
Information ((P)PMI)

Pointwise mutual information: 
Do events x and y co-occur more than if they 
were independent?

PMI 𝑥, 𝑦 = log
𝑝(𝑥, 𝑦)

𝑝 𝑥 𝑝(𝑦)

probability words x and y occur together 
(in the same context/window)

probability that 
word x occurs

probability that 
word y occurs



Advanced: 
Equivalent PMI Computations

Intuition: Do words x and y co-occur more than if they were independent?

PMI 𝑥, 𝑦 = log
𝑝(𝑥, 𝑦)

𝑝 𝑥 𝑝(𝑦)
= log

𝑝 𝑦 𝑥)

𝑝(𝑦)
= log

𝑝 𝑥 𝑦)

𝑝(𝑥)
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“Noun Classification from Predicate-
Argument Structure,” Hindle (1990)

Object of “drink” Count PMI

it 3 1.3

anything 3 5.2

wine 2 9.3

tea 2 11.8

liquid 2 10.5

“drink it” is more common than “drink wine”

“wine” is a better “drinkable” thing than “it”
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Three Common Kinds of Embedding 
Models

1. Co-occurrence matrices

2. Matrix Factorization: Singular value decomposition/Latent Semantic 
Analysis, Topic Models

3. Neural-network-inspired models (skip-grams, CBOW)

Learn more in:
• Your project

• Grad assignment (paper)
• Other classes (478/678)

3/4/2025 VECTOR EMBEDDINGS 61


	Slide 1: Vector Embeddings
	Slide 2: Learning Objectives
	Slide 3: Misconceptions
	Slide 4: Continual Learning vs Machine Learning
	Slide 5: Determining how good a model is
	Slide 6: Determining how good a model is: Baselines
	Slide 7: Determining how good a model is: Baselines
	Slide 8: Determining how good a model is: Evaluation Metric vs Goal
	Slide 9: Bonus Misconception: Data References
	Slide 10: Bonus Misconception: Data References
	Slide 11
	Slide 12: Modeling
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17: Embeddings
	Slide 18: Representing Inputs/Outputs
	Slide 19: Representing Inputs/Outputs
	Slide 20: How have we represented words?
	Slide 21: One-Hot Encoding Example
	Slide 22: The Fragility of One-Hot Encodings Case Study: Maxent Plagiarism Detector
	Slide 23: Case Study: Maxent Plagiarism Detector (Feature Example)
	Slide 24: Case Study: Maxent Plagiarism Detector (Feature Example)
	Slide 25: Case Study: Maxent Plagiarism Detector (Feature Example)
	Slide 26: Case Study: Maxent Plagiarism Detector (Feature Example)
	Slide 27: Plagiarism Detection: Word Similarity?
	Slide 28: A Dense Representation (E=2)
	Slide 29: Review: Distributional Representations
	Slide 30: Continuous Meaning
	Slide 31: Continuous Meaning
	Slide 32: Continuous Meaning
	Slide 33: Continuous Meaning
	Slide 34: Continuous Meaning
	Slide 35: (Some) Properties of Embeddings
	Slide 36: (Some) Properties of Embeddings
	Slide 37: https://projector.tensorflow.org/
	Slide 38: Case Study: Maxent Plagiarism Detector (Feature Example)
	Slide 39: Vector Representations
	Slide 40: Key Ideas
	Slide 41: Common Continuous Representations
	Slide 42: Shared Intuition
	Slide 43: Three Common Kinds of Embedding Models
	Slide 44: Three Common Kinds of Embedding Models
	Slide 45: Co-occurrence Matrix
	Slide 46: Co-occurrence Matrix
	Slide 47: Co-occurrence Matrix
	Slide 48: Co-occurrence Matrix
	Slide 49: “Acquire basic contextual statistics (often counts) for each word type v”
	Slide 50: “You shall know a word by the company it keeps!” Firth (1957)
	Slide 51: “You shall know a word by the company it keeps!” Firth (1957)
	Slide 52: “You shall know a word by the company it keeps!” Firth (1957)
	Slide 53: “You shall know a word by the company it keeps!” Firth (1957)
	Slide 54: “You shall know a word by the company it keeps!” Firth (1957)
	Slide 55: “You shall know a word by the company it keeps!” Firth (1957)
	Slide 56: “You shall know a word by the company it keeps!” Firth (1957)
	Slide 57: “You shall know a word by the company it keeps!” Firth (1957)
	Slide 58: Pointwise Mutual Information (PMI): Dealing with Problems of Raw Counts
	Slide 59: Advanced:  Equivalent PMI Computations
	Slide 60: “Noun Classification from Predicate-Argument Structure,” Hindle (1990)
	Slide 61: Three Common Kinds of Embedding Models

