Decoding, Pretrained Models,
and Finetuning

CMSC 473/673 - NATURAL LANGUAGE PROCESSING




Learning Objectives

Consider when to use various sampling algorithms

Discuss the uses of finetuning
Differentiate between encoder model embeddings and older dense embeddings

Recognize useful encoder-only, encoder-decoder, and decoder-only models
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Limitations of Recurrent
architecture

Slow to train.

o Can’t be easily parallelized.
> The computation at position t is dependent on first doing the computation at position t-1.

Difficult to access information from many steps back.
o |f two tokens are K positions apart, there are K opportunities for knowledge of the first token
to be erased from the hidden state before a prediction is made at the position of the second

token.

Mostly fixed with
Transformer
architecture!
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Also sometimes called decoding =~

Review: Generating Text

To generate text, we need an algorithm that selects tokens given the predicted
probability distributions.

Examples:

Argmax

Beam search ey w P(Y,=i)—> hosan or o
Random sampling Vs ovos Vit
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Greedy Search (Argmax
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Beam Search
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Random Sampling
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Top-K Sampling
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A. Holtzman, J. Buys, M. Forbes, and Y. Choi, “The Curious Case of Neural Text Degeneration,” in International Conference on Learning Representations (ICLR), 2020, p. 16.
https://openreview.net/forum?id=rygeGQyrFvH
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Resampling
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Top-P Sampling
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“Temperature”

Strov\gly biases the model
towards lower-probability
words, leading to highly

unusual or unexpected

encourages more creativity
Ly a"ow?ng the model to
consider words with lower
Probabﬂities

Model is deterministic.
Always picks the word with
the highest probability

outputs.
Temperature >
0 2
"A cup of coffee." "4 cup of courage." A cup. of stars."
Probability — Probability Probability
o O U L 0 I:] ' ' l |
stars dreams  courage  coffee stars dreams ~ courage  coffee stars dreams  courage  coffee

www.l;igku»mi ngbird.com
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Think-Pair-Share

When might you want to use one sampling algorithm over the other?

1.0
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Search Sampling Top-K/P
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Output
Probabilities
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Review: Transformers s
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Review: Transformers
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Review: Transformers
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Pre-transformer Neural NLP

instances features: ML model: output Objective / Eval
K-dimensional vector ° takein featurized input (correct) Function
. * output scores/labels
representations (one . contains weights 6 labels
per instance)
o score
S
ro\ (O\ (@)
O @)
@) O \fo . .
LOJ O/ Objective
(O) (O) o Function
@ @) e x
O ) O ro\
\OJ \ . .“‘ ' § \OJ 9
© O<»O [OX (@) S
O / OO 1 @) - Evaluation
O O ® Function
te) ‘O ®
's 3 o
r.\ . o’
O @
@ 8 score
\OJ \ J
\ )
' . .
Needed to do full pipeline
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Transformer-based NLP

instances features: ML model: output Objective / Eval
K-dimensional vector ° takein featurized input (correct) Function
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Fine-tuning

Start with pre-trained model

Freeze the model (don’t
touch it) except for the last
layer

> Sometimes you can adjust the
weights of the whole model
instead of just the last layer

o Start with generalized
“foundation” model

° Train on a new, small dataset
for your specific task
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GPT-2

Language Models are Unsupervised Multitask Learners

Alec Radford ! Jeffrey Wu *! Rewon Child' David Luan' Dario Amodei * ' Ilya Sutskever ™!

Abstract

Natural language processing tasks, such as ques-
tion answering, machine translation, reading com-
prehension, and summarization, are typically
approached with supervised learning on task-
specific datasets. We demonstrate that language
models begin to learn these tasks without any ex-
plicit supervision when trained on a new dataset
of millions of webpages called WebText. When
conditioned on a document plus questions, the an-
swers generated by the language model reach 55
F1 on the CoQA dataset - matching or exceeding
the performance of 3 out of 4 baseline systems
without using the 127,000+ training examples.
The capacity of the language model is essential
to the success of zero-shot task transfer and in-
creasing it improves performance in a log-linear
fashion across tasks. Our largest model, GPT-2,
is a 1.5B parameter Transformer that achieves
state of the art results on 7 out of 8§ tested lan-

guage modeling datasets in a zero-shot setting
i ——————————

competent generalists. We would like to move towards more
general systems which can perform many tasks — eventually
without the need to manually create and label a training
dataset for each one.

The dominant approach to creating ML systems is to col-
lect a dataset of training examples demonstrating correct
behavior for a desired task, train a system to imitate these
behaviors, and then test its performance on independent
and identically distributed (I1D) held-out examples. This
has served well to make progress on narrow expertis. But
the often erratic behavior of captioning models (Lake et al.,
2017), reading comprehension systems (Jia & Liang, 2017),
and image classifiers (Alcorn et al., 2018) on the diversity
and variety of possible inputs highlights some of the short-
comings of this approach.

Our suspicion 1s that the prevalence of single task training
on single domain datasets is a major contributor to the lack
of generalization observed in current systems. Progress
towards robust systems with current architectures 1s likely
o require training and measuring performance on a wide
range of domains and tasks. Recently, several benchmarks
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Finetuning

Once upon a time
Dogs are a type of there was an
mammal who have lived adventurous dog...

\ with humans for years...
o\
. 4{ -

JV
/ Update weights to
adapt model to your

data

Prompt

Your dataset Pre-trained model (GPT) New model (GPT+Stories)
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What types of things can go wrong with
finetuning?

Underfitting — finetuning data is too different from what the foundational model
was train on = model can’t learn it

Overfitting — overwrites what the model learned originally
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Pre-trained models

Most LLMs people use today are pre-trained models

Trained on “the Internet” = Impossible to know all of what it’s train on
> Very few models release all the data. One example is OLMo 2.

Can then be finetuned on specific data

Why would you
want to “tweak” an
existing model?
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Open-Sourced Models

* Latest OLMo Previous OLMo Other fully open & Partially open @ Openweights
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OLMo, T., Walsh, P., Soldaini, L., Groeneveld, D., Lo, K., Arora, S., Bhagia, A., Gu, Y., Huang, S., Jordan, M., Lambert, N., Schwenk, D., Tafjord, O., Anderson, T., Atkinson, D., Brahman, F., Clark,
C., Dasigi, P., Dziri, N., ... Hajishirzi, H. (2024). 2 OLMo 2 Furious (No. 2501.00656). arXiv. https://doi.org/10.48550/arXiv.2501.00656
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https://doi.org/10.48550/arXiv.2501.00656

We'll talk about

this in a future

PrOmptlng lecture

Once upon a time
there was an

' , “ adventurous dog...

Your dataset

Dogs are a type of
mammal who have lived
with humans for years...

l Pre-trained model (GPT)

Prompt
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Types of Foundation Models

Encoder Only

Decoder Only

Encoder-Decoder Models




What is a foundation model?

A model that captures “foundation” or core information about a modality (e.g.,
text, speech, images)

Pretrained on a large amount of data & able to be finetuned on a particular task

Self-supervised

All non-finetuned large language models (LLMs) are foundation models
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Some Models Come Fine-tuned

ChatGPT/InstructGPT

Most/all “Instruct” or “Chat” models
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Output
Probabilities

| Softmax |

Encoder-only models .
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B E RT (Devlin et al. 2019)

Use the output of the 0.1% | Aardvark

masked word’s position
to predict the masked word

Possible classes:
All English words 10% Improvisation

0% | Zyzzyva

FFNN + Softmax

F 3

BERT
Randomly mask T T T T T T T T “es 1
15% of tokens
[CLS] Let's stick to [MASK] in this skit
Input rt+r 17t 1 111
[CLs] Lets  stick to improvisation in this skit

Devlin, J., Chang, M.-W., Lee, K., & Toutanova, K. (2019). BERT: Pre-training of deep bidirectional transformers for language

4/8/2025 understanding. Conference of the North American Chapteb By @t NMGsRRET A IME TMPDELSorND. MBERYBEING/man Language
Technologies (NAACL), Volume 1 (Long and Short Papers), 4171-4186. https://doi.org/10.18653/v1/N19-1423
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Masked Language Models

long thanks
CE Loss
LM Head with Softmax
over Vocabulary
le zg Z3 1‘ Zy 3; 1 Zg T Zg 1

Bidirectional Transformer Encoder

Embeddings I p2 F3
So [mask] and [mas I-:] fﬂr all apricot f|5h
So long and thanks for all the fish
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Contextual Embeddings

German article “die”

»*
. &30

Was der Fall isl, die Tatsache Uber die Verhandlunger
isl das Bestaehe Vi Sachveaernhalten jar Kon ]

single person dies = » multiple people die a playing die

oﬁa@-"‘. e
FYCR i L

nen ame the v vor 80 peoble die and over / mus! al ove 2
eader 10 die In Iess than three yaars 100 are unaccountad for lokan according 1o the die valus
aughan's ultimate fantasy was to die In a Many more die from radiation he faces of a die may be placed
Neaa-or hislon with movie star Elizabetn Taylo pCXness, starvalion and coig I0Ckwise Or countercliockwise
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Uses of Encoder-Only Models

Classification tasks

Sentence embeddings
Context-dependent word embeddings

Any type of fill-in-the-blank tasks
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BERT Question

Consider the highlighted words. Which two words would contextual word
embeddings from BERT say are closest?

A. | am so excited to use my new bat at the baseball game tomorrow.
V B. The favorite food of this species of bat is mosquitoes.

C. The cardinal isn’t just a lawn decoration; the species makes themselves useful
by eating mosquitoes.
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