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Learning Objectives
Analyze real life examples of ethical issues of NLP/AI

Reflect on the implications of NLP ethical issues 

Consider how their assumptions can be challenged or how these issues can be 
mitigated

Consider the ethical issues you’ve seen in your own lives
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Environmental
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Energy Shift
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https://openai.com/research/ai-and-compute

https://openai.com/research/ai-and-compute
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https://www.bbc.com/news/technology-67053139

“
A standard rack full of normal kit is about 4 
kilowatts (kW) of power, which is equivalent to a 
family house. Whereas an AI kit rack would be 
about 20 times that, so about 80kW of power. 
And you could have hundreds, if not thousands, 
of these within a single data centre.

”

https://www.bbc.com/news/technology-67053139
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https://www.gstatic.com/gumdrop/sustainability/google-2024-environmental-report.pdf

https://fortune.com/2024/07/10/ai-has-destroyed-googles-promise-of-carbon-
neutrality-with-emissions-rising-50-over-the-last-five-years/

What might AI look 
like if we didn’t 
spend as much 
energy on it?

https://www.gstatic.com/gumdrop/sustainability/google-2024-environmental-report.pdf
https://fortune.com/2024/07/10/ai-has-destroyed-googles-promise-of-carbon-neutrality-with-emissions-rising-50-over-the-last-five-years/
https://fortune.com/2024/07/10/ai-has-destroyed-googles-promise-of-carbon-neutrality-with-emissions-rising-50-over-the-last-five-years/
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https://venturebeat.com/ai/nvidias-new-llama-3-1-nemotron-ultra-outperforms-deepseek-
r1-at-half-the-size/

https://huggingface.co/deepseek-ai/DeepSeek-R1#4-evaluation-results

~1.8 Trillion

https://venturebeat.com/ai/nvidias-new-llama-3-1-nemotron-ultra-outperforms-deepseek-r1-at-half-the-size/
https://venturebeat.com/ai/nvidias-new-llama-3-1-nemotron-ultra-outperforms-deepseek-r1-at-half-the-size/
https://huggingface.co/deepseek-ai/DeepSeek-R1#4-evaluation-results


Algorithmic Bias
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Reporting Bias
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Shwartz, V., & Choi, Y. (2020). Do Neural Language Models Overcome Reporting Bias? International Conference on Computational Linguistics (COLING), 6863–6870. 
https://doi.org/10.18653/v1/2020.coling-main.605
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https://doi.org/10.18653/v1/2020.coling-main.605


Tay
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https://www.bbc.com/news/technology-35902104

https://www.bbc.com/news/technology-35902104


Context Matters
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Zhou, X., Sap, M., Swayamdipta, S., Smith, N. A., & Choi, Y. (2021). Challenges in Automated Debiasing for Toxic Language Detection. Conference of the European Chapter of the 
Association for Computational Linguistics (EACL), 3143–3155. https://aclanthology.org/2021.eacl-main.274/

https://aclanthology.org/2021.eacl-main.274/
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Xu, A., Pathak, E., Wallace, E., Gururangan, S., Sap, M., & Klein, D. (2021). Detoxifying Language Models Risks Marginalizing Minority Voices. Conference of the North American Chapter of the 
Association for Computational Linguistics: Human Language Technologies (NAACL), 2390–2397. https://doi.org/10.18653/v1/2021.naacl-main.190

White-Aligned English (WAE)
African-American English (AAE)
Minority Identity Mentions (MIM) 

https://doi.org/10.18653/v1/2021.naacl-main.190


Bias Even in Word Embeddings
https://chanind.github.io/word2vec-gender-bias-explorer/#/
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vector(‘king’) – 
vector(‘man’) + 

vector(‘woman’)  ≈
 vector(‘queen’)

vector(‘Paris’) - 
vector(‘France’) + 
vector(‘Italy’) ≈ 
vector(‘Rome’)

Mikolov, Tomas, Kai Chen, Greg Corrado, and Jeffrey Dean. 2013. “Efficient Estimation of Word Representations in Vector Space.” In International Conference on Learning Representations (ICLR), 
Scottsdale, Arizona. doi:10.48550/arXiv.1301.3781.

https://chanind.github.io/word2vec-gender-bias-explorer/#/
https://doi.org/10.48550/arXiv.1301.3781
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Bolukbasi, T., Chang, K.-W., Zou, J., Saligrama, V., & Kalai, A. (2016). Man is to computer programmer as woman is to homemaker? Debiasing word embeddings. International Conference on Neural Information Processing 
Systems (NeurIPS), 4356–4364. https://proceedings.neurips.cc/paper_files/paper/2016/file/a486cd07e4ac3d270571622f4f316ec5-Paper.pdf

https://proceedings.neurips.cc/paper_files/paper/2016/file/a486cd07e4ac3d270571622f4f316ec5-Paper.pdf
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Hossain, Tamanna, Sunipa Dev, and Sameer Singh. 2023. “MISGENDERED: Limits of Large Language Models in Understanding Pronouns.” In 
Annual Meeting of the Association for Computational Linguistics (ACL), Toronto, Canada: Association for Computational Linguistics, 5352–67. 
doi:10.18653/v1/2023.acl-long.293.

Baumler, Connor, and Rachel Rudinger. 2022. “Recognition of They/Them as Singular Personal Pronouns in Coreference Resolution.” In 
Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies (NAACL), Seattle, 
United States: Association for Computational Linguistics, 3426–32. https://aclanthology.org/2022.naacl-main.250/.

https://doi.org/10.18653/v1/2023.acl-long.293
https://aclanthology.org/2022.naacl-main.250/


Winograd Schemas

The city councilmen refused the demonstrators a permit because they 
[feared/advocated] violence. 
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https://cs.nyu.edu/~davise/papers/WinogradSchemas/WS.html

https://cs.nyu.edu/~davise/papers/WinogradSchemas/WS.html


WinoQueer
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Felkner, V., Chang, H.-C. H., Jang, E., & May, J. (2023). WinoQueer: A Community-in-the-Loop Benchmark for Anti-LGBTQ+ Bias in Large Language Models. Annual 
Meeting of the Association for Computational Linguistics (ACL), Volume 1: Long Papers, 9126–9140. https://aclanthology.org/2023.acl-long.507

https://aclanthology.org/2023.acl-long.507


WinoSemitism 
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Felkner, V. K., Thompson, J. A., & May, J. (2024). GPT is Not an Annotator: The Necessity of Human Annotation in Fairness Benchmark Construction. Annual Meeting of the 
Association for Computational Linguistics (ACL), Volume 1: Long Papers, 14104–14115. https://doi.org/10.48550/arXiv.2405.15760

Do Winograd 
Schemas accurately 
capture harmful 
bias in models?

https://doi.org/10.48550/arXiv.2405.15760


Copyright & Privacy
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Near Duplicates in Data
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Lee, K., Ippolito, D., Nystrom, A., Zhang, C., Eck, D., Callison-Burch, C., & Carlini, N. (2022). Deduplicating Training Data Makes Language Models Better. 
Annual Meeting of the Association for Computational Linguistics (ACL), Volume 1: Long Papers, 8424–8445. https://doi.org/10.18653/v1/2022.acl-long.577

https://doi.org/10.18653/v1/2022.acl-long.577


Memorization
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Carlini, N., Ippolito, D., Jagielski, M., Lee, K., Tramer, F., & Zhang, C. (2023, May 1). Quantifying Memorization Across Neural Language Models. International 
Conference on Learning Representations (ICLR). The Eleventh International Conference on Learning Representations, Kigali, Rwanda. 
https://openreview.net/forum?id=TatRHT_1cK

https://openreview.net/forum?id=TatRHT_1cK


Considering what is being memorized…
Private database leaks (SSNs)

People who have been doxed

“Public” information like phone numbers and addresses

Whatever a user types into ChatGPT → settings usually save interactions by 
default
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Copyright
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https://medium.com/@techsachin/mitigating-memorization-in-generative-llms-to-prevent-training-data-leaks-in-
responses-a4866b9b56a5

https://www.newscientist.com/article/2372140-chatgpt-seems-to-be-trained-on-copyrighted-
books-like-harry-potter/

https://medium.com/@techsachin/mitigating-memorization-in-generative-llms-to-prevent-training-data-leaks-in-responses-a4866b9b56a5
https://medium.com/@techsachin/mitigating-memorization-in-generative-llms-to-prevent-training-data-leaks-in-responses-a4866b9b56a5
https://www.newscientist.com/article/2372140-chatgpt-seems-to-be-trained-on-copyrighted-books-like-harry-potter/
https://www.newscientist.com/article/2372140-chatgpt-seems-to-be-trained-on-copyrighted-books-like-harry-potter/


Training on Fan Fiction
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https://gizmodo.com/ai-chatbot-fanfiction-fanfic-archive-of-our-own-1850524393

What should these 
models be trained 
on then?

https://gizmodo.com/ai-chatbot-fanfiction-fanfic-archive-of-our-own-1850524393


Unpredictable Behavior
CONTENT WARNING: MENTIONS OF SUICIDE
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Liesenfeld, A., Lopez, A., & Dingemanse, M. (2023). Opening up ChatGPT: Tracking openness, transparency, and 
accountability in instruction-tuned text generators. Proceedings of the 5th International Conference on 
Conversational User Interfaces, 1–6. https://doi.org/10.1145/3571884.3604316

https://doi.org/10.1145/3571884.3604316
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https://epoch.ai/data-insights/dataset-size-trend

https://epoch.ai/data-insights/dataset-size-trend
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https://www.cbsnews.com/news/google-ai-chatbot-threatening-message-human-please-die/

What unpredictable 
behavior have you 
seen from LLMs?

https://www.cbsnews.com/news/google-ai-chatbot-threatening-message-human-please-die/


Guardrails
Lists of rules used to keep models in check

Usually applied after the model generates

Hard to enumerate every possible case because of “emergent behavior”/ not 
knowing everything the model is trained on
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Jailbreaking
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https://www.reddit.com/r/ChatGPT/comments/12uke8z/the_grandma_jailbreak_is_absolutely_hilarious/

Trying to find vulnerabilities in models or 
places that guardrails have missed

Sort of like “white hat” hacking

https://www.reddit.com/r/ChatGPT/comments/12uke8z/the_grandma_jailbreak_is_absolutely_hilarious/


Hallucinations
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Confabulations
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https://www.aiweirdness.com/ai-vs-a-giraffe-with-no-spots/

Confabulations:
Sui, P., Duede, E., Wu, S., & So, R. (2024). 
Confabulation: The Surprising Value of Large 
Language Model Hallucinations. In L.-W. Ku, A. 
Martins, & V. Srikumar (Eds.), Annual Meeting of the 
Association for Computational Linguistics (ACL): Vol. 
Volume 1: Long Papers (pp. 14274–14284). 
Association for Computational Linguistics. 
https://aclanthology.org/2024.acl-long.770

https://www.aiweirdness.com/ai-vs-a-giraffe-with-no-spots/
https://aclanthology.org/2024.acl-long.770
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“
When filing a response, Mata’s lawyers cited at 
least six other cases to show precedent, 
including Varghese v. China Southern Airlines 
and Shaboon v. Egypt Air—but the court found 
that the cases didn’t exist and had “bogus 
judicial decisions with bogus quotes and bogus 
internal citations,” leading a federal judge to 
consider sanctions.

”
https://www.forbes.com/sites/mollybohannon/2023/06/08/lawyer-used-chatgpt-in-court-and-cited-fake-cases-a-
judge-is-considering-sanctions/

What would happen
1) to people’s jobs
2) to the quality of work
if more people use LLMs 
without checking the output?

https://www.forbes.com/sites/mollybohannon/2023/06/08/lawyer-used-chatgpt-in-court-and-cited-fake-cases-a-judge-is-considering-sanctions/
https://www.forbes.com/sites/mollybohannon/2023/06/08/lawyer-used-chatgpt-in-court-and-cited-fake-cases-a-judge-is-considering-sanctions/


Job Displacement

4/17/2025 ETHICS OF NLP 34



4/17/2025 ETHICS OF NLP 35

https://time.com/6277158/writers-strike-ai-wga-screenwriting/

Bill gates recently (2/2025) said 
that the only jobs that will be 
human-dominate are:
biologists, energy experts, and 
coders

Do you agree with this?

https://www.harvardmagazine.com/2025/02/harvard-bill-gates-ai-and-
innovation
https://www.digit.in/news/general/bill-gates-reveals-3-professions-where-
ai-wont-be-able-to-replace-humans.html

I also wrote about a blog this https://laramartin.net/2023/07/01/writers-strike.html

https://time.com/6277158/writers-strike-ai-wga-screenwriting/
https://www.harvardmagazine.com/2025/02/harvard-bill-gates-ai-and-innovation
https://www.harvardmagazine.com/2025/02/harvard-bill-gates-ai-and-innovation
https://www.digit.in/news/general/bill-gates-reveals-3-professions-where-ai-wont-be-able-to-replace-humans.html
https://www.digit.in/news/general/bill-gates-reveals-3-professions-where-ai-wont-be-able-to-replace-humans.html
https://laramartin.net/2023/07/01/writers-strike.html
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