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Slides modified from Yejin Choi, Bill Yuchen Lin, & Valentina Pyatkin



Learning Objectives
Describe what alignment of LLMs is

Replicate the alignment pipeline

Distinguish between instruction learning & preference learning

Outline the overall processes of supervised finetuning for alignment & RLHF
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Review: What is a foundation model?
A model that captures “foundation” or core information about a modality (e.g., 
text, speech, images)

Pretrained on a large amount of data & able to be finetuned on a particular task

Self-supervised

All non-finetuned large language models (LLMs) are foundation models

4/24/2025 ALIGNMENT 3



Review: Prompting

4

.

.

.

Stories

Pre-trained model (GPT)

Your dataset

Prompt

Dogs are a type of 
mammal who have lived 
with humans for years…

Once upon a time 
there was an 
adventurous dog…

Facts
Prompt
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Review: Zero-shot Prompting
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Model
Instructions

Task
Output

You are a helpful assistant. 
You will be tagging the parts 
of speech in sentences.

Sentence: 
The dog ate the giant fish.



Review: Few-shot Prompting
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Model

Instructions

Task
Example Output

Task
Example Output

Task

Output

You are a helpful assistant. 
You will be tagging the parts 
of speech in sentences.

Sentence: 
The dog ate the giant fish.

Instructions Task Example Output

“shot”

2-shot

The dog ate the giant fish.
 D      N     V    D    Adj    N

prompt



Review: Chain-of-Thought Prompting

Q: The cafeteria had 23 apples. If they used 20 to make lunch 
and bought 6 more, how many apples do they have?

Part of Figure 1 from J. Wei et al., “Chain of Thought Prompting Elicits Reasoning in Large Language Models,”
in International Conference on Neural Information Processing Systems (NeurIPS), New Orleans, LA & Online, Jun. 2022. doi: 10.48550/arXiv.2201.11903.
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Review: Finetuning

8

.

.

.

Stories .
.
.

Pre-trained model (GPT) New model (GPT+Stories)Your dataset

Update weights to 
adapt model to your 

data

Prompt

Dogs are a type of 
mammal who have lived 
with humans for years…

Once upon a time 
there was an 
adventurous dog…
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What is Alignment of LLMs?
Instruction Learning: teaching base LLMs to follow instructions

Preference Learning: adjusting instructed LLMs to behave as human expected
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Base LLM

e.g., Llama-2

Aligned LLM

e.g., Llama-2-chat

I can complete your text. I can better follow your 
instructions.

Instruction Learning (Part 1)

Preference Learning (Part 2)
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Llama-2

Llama-2-Chat

How does alignment tuning teach LLMs?
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Example: Llama-2’s alignment

Base LLM Aligned LLM

4/24/2025 ALIGNMENT

Instruction 
Learning

Preference 
Learning



Datasets for Instruction Learning 
1. Synthetic Conversion

2. Human Annotation

3. Collected from ChatGPT/GPT-4
◦ 3.1. Community Sharing 

◦ 3.2. Strategic Collecting 
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Datasets for Instruction Learning 
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https://blog.research.google/2021/10/introducing-flan-more-generalizable.html
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Datasets for Instruction Learning 
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Binary Classification
Converted to Seq2Seq tasks with different instruction templates.
—> Unified Data Formats for Massive Multi-Task Training

https://blog.research.google/2021/10/introducing-flan-more-generalizable.html

4/24/2025 ALIGNMENT

Synthetic Conversion of Existing NLP Datasets



Datasets for Instruction Learning 
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OpenAssistant: An Open-Source Human Annotation Dataset

ChatGPT’s pipeline for data collection.
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Human Annotation



Datasets for Instruction Learning 
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Natural Queries from 
Human Users on ChatGPT

sharegpt.com T-SNE plots of the embeddings of user prompts.

WildChat: Providing Free GPT-4 APIs for Public Users 
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General Distribution of GPT User Interactions

17

Coding & Creative Writing 
are the majority!

Most are classification & 
reading comprehension.

https://arxiv.org/abs/2310.12418
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Datasets for Instruction Learning 

18

Self-instruct pipeline for data collection https://arxiv.org/abs/2212.10560

4/24/2025 ALIGNMENT

Strategic Collecting from ChatGPT

https://arxiv.org/abs/2212.10560


Datasets for Instruction Learning 

19

Strategic Collecting from ChatGPT
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Example: Llama-2’s alignment

Base LLM Aligned LLM
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Instruction 
Learning

Preference 
Learning
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Supervised Fine-Tuning (SFT) for 
Instruction Learning

Instruction Data

Instruction x

Output y

x_1,  …,  x_N,  y_1,  y_2, …,  y_M

Tokens for an example 
(a pair of instruction & response)

          LLM

Context
Loss

Teacher 
forcing



4/24/2025 ALIGNMENT 22

Supervised Fine-Tuning (SFT) for 
Instruction Learning

x_1,  …,  x_N,  y_1,  y_2, …,  y_M

Tokens for an example 
(a pair of instruction & response)

          LLM

Context
Loss

Teacher 
forcing

Teacher forcing

Full example



Teacher Forcing
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https://towardsdatascience.com/what-is-teacher-forcing-3da6217fed1c

Why would this be beneficial 
for training?

https://towardsdatascience.com/what-is-teacher-forcing-3da6217fed1c
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Supervised Fine-Tuning (SFT) for 
Instruction Learning

x_1,  …,  x_N,  y_1,  y_2, …,  y_M

Tokens for an example 
(a pair of instruction & response)

          LLM

Context
Loss

Teacher 
forcing

Teacher forcing

Full example

Learn the 1st output token

Learn the 2nd output token

…
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Example: Llama-2’s alignment

Base LLM Aligned LLM
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Instruction 
Learning

Preference 
Learning



Evaluation of Alignment
Benchmarking Datasets

Human Annotation 

GPTs as Judges

Open LLM Evaluators

Safety Evaluation  
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Evaluation of LLM

Benchmarking Datasets

Test base/aligned LLMs on a wide range 
of reasoning tasks. 
(Usually with few-shot ICL examples)

Not in conversation formats and many 
tasks are less natural.

Benchmarking Datasets



Win-rate Matrix 
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Evaluation of LLM Alignment

Human Votes

Elo Rating for 
Ranking LLMs
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Human Votes
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Evaluation of LLM Alignment

GPTs as Judge

Win Rates (as to text-davinci-003)
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GPT as Judge



Evaluation of LLM Alignment
GPT as Judge

33

Prompting
GPT-4

MT-Bench: Scoring-based Evaluation of LLMs
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Open-Source LLM Evaluators

https://arxiv.org/abs/2310.08491

https://arxiv.org/abs/2310.08491

Collect GPT-4 evaluation annotation 
+ SFT on open-source LLMs
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https://arxiv.org/pdf/2310.08491.pdf
https://arxiv.org/abs/2310.08491


Review: Toxic Language Detection

4/17/2025 ETHICS OF NLP 35

Zhou, X., Sap, M., Swayamdipta, S., Smith, N. A., & Choi, Y. (2021). Challenges in Automated Debiasing for Toxic Language Detection. Conference of the European Chapter of the 
Association for Computational Linguistics (EACL), 3143–3155. https://aclanthology.org/2021.eacl-main.274/

https://aclanthology.org/2021.eacl-main.274/
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Safety Evaluation: DecodingTrust

https://arxiv.org/abs/2306.11698

https://arxiv.org/abs/2306.11698
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Safety Evaluation (cont.)
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https://arxiv.org/abs/2306.11698

https://arxiv.org/abs/2306.11698

https://arxiv.org/pdf/2306.11698.pdf
https://arxiv.org/abs/2306.11698


What are some limitations of instruction tuning?
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Issues of Instruction Learning 
Hallucinations

Superficial Alignment Hypothesis
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Hallucination Issues

40

https://www.nytimes.com/2023/05/01/business/ai-chatbots-hallucination.html

Microsoft Bing (powered by ChatGPT + Web search)

1. Factual errors.

2. Fake information.

3. Bad coherence. 

4. Contradiction.

5. Nonsensical outputs.

6. Fake/Wrong citations.

7. …

   Aligned LLM

During SFT, we “force” the LLM to 
memorize and answer the questions 
that are beyond their knowledge 
capacities.

    Base LLM

Many instructions that contain knowledge beyond 
pre-training corpora. 

Hallucinate when LLMs are uncertain or have 
no enough knowledge. 
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“We show that these performance 
discrepancies may slip past human raters 
because imitation models are adept at 

mimicking ChatGPT’s style 

but not its factuality.”

“We show correct sentences in green, 
ambiguously-correct sentences in yellow, 
and incorrect ones in red.”
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instances
features: 

K-dimensional vector 
representations (one 

per instance)

ML model:
• take in featurized input
• output scores/labels
• contains weights θ

θ

“Gold” 
(correct) 

labels

Evaluation 
Function

score

Objective / Eval 
Function

Objective 
Function

score
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Helping out Instruction Tuning
Why do we need RLHF?
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LM objective != human 
preferences



Helping out Instruction Tuning
Why do we need RLHF?

What makes one output better than 
the other? -> hard to define

What types of LM errors should be 
weighted more?
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LM objective != human 
preferences



Helping out Instruction Tuning
Why do we need RLHF?

How do you capture all of the following and 
more in a loss function?
◦ What is a helpful output?

◦ What is a polite output?

◦ What is a funny output?

◦ What is a safe output?
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Example: Llama-2’s alignment

Base LLM Aligned LLM

4/24/2025 ALIGNMENT

Instruction 
Learning

Preference 
Learning



The Adaptation Recipe

48

Pre-training Instruction Tuning RLHF/RLAIF

In-Context Learning Alignment:
• Instruction following
• Preference tuning
• Safety
• Etc.
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RLHF!
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arxiv in Sep 2020
NeurIPS 2020

arxiv in Sep 2019
NeurIPS 2020
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“Learning to Summarize with Human 
Feedback”

https://openai.com/research/learning-to-summarize-with-human-feedback
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https://openai.com/research/learning-to-summarize-with-human-feedback


“Learning to Summarize with Human 
Feedback”

https://openai.com/research/learning-to-summarize-with-human-feedback
51

RL methods don’t 
always assume 

“preference-based”
(j is better than k) 

human feedback and 
reward model, but 

that’s what’s common 
with current “RLHF” 

approaches
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“Fine-Tuning Language Models with 
Human Feedback”
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The general RLHF pipeline

53

Instruction-
tuned Model

1️⃣

Collect Comparison 
Data

2️⃣ Train Reward 
Model on 
Comparison 
Data

3️⃣

Use RL to 
Optimize a 
Policy with the 
Reward Model

4️⃣

✚
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Example: Llama-2’s alignment

Base LLM Aligned LLM

4/24/2025 ALIGNMENT

Instruction 
Learning

Preference 
Learning



Human Preferences
Triples

55

Prompt

Sample A

Sample B

Sample C

A set of sampled completions 
for a prompt

Prompt Preferred 
Response

Dispreferred
Response
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Example: Annotation
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Annotator needs to 
choose whether they 
prefer A or B. 

Can you help me write a resignation letter to my current employer, while leaving on good 
terms and expressing gratitude for the opportunities provided?

Here are two responses from the chatbot. (Please scroll down on the content to see the 
entire response if it is too long)



From Preference Data to Bradley-Terry 
Model

57

Reward for preferred
response

Reward for dispreferred
response

Prompt Preferred 

Response

Dispreferred 

Response

Logistic function; 
which is equivalent 
to using softmax:
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But..

How do we get feedback for the reward while training our RL model?

58

Which output do 
you prefer?

Having a human in the loop is 

very expensive!
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But..

How do we get feedback for the reward while training our RL model?

59

Instead: train a Reward Model 

(RM) on preference data to 

predict preferences!

Ziegler et al., 2019 “Fine-Tuning Language Models from Human Preferences”
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Reward Modeling

Train on preference data.

Minimizing negative log likelihood.

Train an LLM with an additional layer to minimize the neg. log likelihood

60

Bradley-Terry Model
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Fun Facts about Reward Models

Trained for 1 epoch (to avoid overfitting)!

Evaluation often only has 65% - 75% agreement

61

Lambert et al., 2023
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Reinforcement Learning Basics

62

state

reward

: policy
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Target Environment

Agent

action



RL in the Context of Language Models…

63

Target Environment

Agent

state

reward

action

: policy

Tokens generated

Language model

Next token to generate
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REINFORCE
Sample a sequence from your model, score the sequence, and use the score to 
train the model.
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𝑦−2
∗

𝑦
̂

1
...

... 𝑦
̂

𝑇−2 𝑦
̂

𝑇−1 𝑦
̂

𝑇

𝑦
̂

𝑇−3 𝑦
̂

𝑇−2𝑦
̂

𝑇−1

<END>

𝑦−1
∗ 𝑦0

∗

𝑦
̂

1 𝑦
̂

2

𝑦
̂

2

<START>

𝐿𝑅𝐿 = − ∑
𝑡=1

𝑇

𝑟(𝑦
̂

𝑡)log𝑃(𝑦
̂

𝑡|{𝑦
∗}; {𝑦

̂
}<𝑡)



REINFORCE
• Sample a sequence from your model, score the sequence, and use the score to 
train the model.

• 𝑟(⋅): Your reward model

• 𝑦∗ :Input sequence given to the model

• 𝑦
̂
 :The sequence sampled from the model given 𝑦∗
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𝐿𝑅𝐿 = − ∑
𝑡=1

𝑇

𝑟(𝑦
̂

𝑡)log𝑃(𝑦
̂

𝑡|{𝑦
∗}; {𝑦

̂
}<𝑡)

𝑦−2
∗

𝑦
̂

1
...

... 𝑦
̂

𝑇−2 𝑦
̂

𝑇−1 𝑦
̂

𝑇

𝑦
̂

𝑇−3 𝑦
̂

𝑇−2𝑦
̂

𝑇−1

<END>

𝑦−1
∗ 𝑦0

∗

𝑦
̂

1 𝑦
̂

2

𝑦
̂

2

<START>

Next time, increase the probability of this 
sampled token in the same context.

... but increase it more if I 
get a higher reward
from the reward function.
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Summary of Policy Gradient for RL

66

Williams, 1992

REINFORCE Update:

Simplified Intuition: good actions are reinforced and bad actions are discouraged.
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Summary of Policy Gradient for RL

67

Williams, 1992

REINFORCE Update:

Simplified Intuition: good actions are reinforced and bad actions are discouraged

If: Reward is high/positive Then: maximize this 
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Summary of Policy Gradient for RL

68

Williams, 1992

REINFORCE Update:

Simplified Intuition: good actions are reinforced and bad actions are discouraged

If: Reward is negative/low Then: minimize this 
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Policy
We have: Reward Model

Next step: learn a policy to maximize the reward (minus KL regularization term) 
using the reward model

69

Reward given prompt
and sampled generation

Sampling from policy
KL-divergence between original model’s
generation and the sampled generation
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Policy
We have: Reward Model

Next step: learn a policy to maximize the reward (minus KL regularization term) 
using the reward model

70

Reward given prompt
and sampled generation

Sampling from policy
KL-divergence between original model’s
generation and the sampled generation{

Should be high!

{

Should be low!
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PPO

Proximal Policy Optimization

arxiv in July 2017
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Example: Llama-2’s alignment

Base LLM Aligned LLM

4/24/2025 ALIGNMENT

Instruction 
Learning

Preference 
Learning



PPO: builds on Policy Gradient Methods

73

Schulman, 2017

: policy that we are trying to learn via PPO; 
this is initialized as a language model

: estimator of the advantage function at timestep t

Gradient Estimator

Objective / Loss:

Often leads to (too) large policy updated

Expectation: empirical average over a finite batch of samples

Advantage function
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PPO

74

Lambert, 2023
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Evaluating the Learned Policy

Win Rate: How often does my policy’s output win against a reference model’s 

output, given the same instruction?

◦ Who compares the two outputs?

◦ Humans

◦ Simulated humans (and human variability!) using GPT-4 (e.g., Alpacafarm eval)

75

Dubois et al., 2023
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RLHF vs. finetuning

Win-rate over human-written 

reference summaries

RLHF outperforms supervised 

learning and pretraining only for 

generating summaries.

76

Stiennon et al., 2023
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