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Generation
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Learning Objectives

Compare RAG to regular LMs

Explore how RAG works

Find different ways RAG is implemented
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Retrieval-based l[anguage models (LMs)
Retrieval-based LMs = Retrieval + LMs

Itis alanguage model P(X, | Xy, X5, ***, Xp_1) Toronto 0.52
Ottawa messssss— 0 31
The capital city of Ontario is vancouver = 0.13
Montreal = 0.03
(can be broadly extended to masked language Calgary v 001
models or encoder-decoder models)
® It retrieves from an external datastore (at least during inference time)
Input
Datastore ¢
'f(’g\“}“‘;‘\é&m\{ ?xi?:'?‘%\?\%“: e Q u ery

l —4 (Also referred to semiparametric

and non-parametric models)
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Retrieval for knowledge-intensive NLP
tasks

Representative tasks: open-domain QA, fact checking, entity linking, ..

e —

— In the stomach, gastric acid
What protects the . and proteases serve as : ;
digestive system against Retriever powerful chemical defenses Reader g:?:)rtl:a:;: [:']'d

infection?

against ingested pathogens. |
[1] Wikipedia - Immune system ‘

\

Text Collection

Image: http://ai.stanford.edu/blog/retrieval-based-NLP/

Drives a lot of research on better algorithms for dense

retrieval, e.g., DPR (Karpukhin et al., 2020), ColIBERT

(Khattab and Zaharia, 2020), ANCE (Xiong et al., 2021),
Contriever (Izacard et al., 2022), ...

Why retrieval LMs!?
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http://ai.stanford.edu/blog/retrieval-based-NLP/

LLMs can’t memorize all (long-tail) knowledge in their parameters

Why retrieval-based LMs?

g List 5 important papers authored by Geoffrey Hinton

_ _ o What is Kathy Saltzman’s occupation?
Geoffrey Hinton is a renowned computer scientist ...

oz Here are five important papers authored by him: 0.8 mmm unassisted LM

I retrieval-augmented

1. "Learning Internal Representations by Error
Propagation" (with D. E. Rumelhart and R. J.
Williams) - This paper, published in 1986, .. /

<
I

Accuracy

14

2. "Deep Boltzmann Machines" (with R. /

Salakhutdinov) - Published in 20009, .. 0.0 -

10! 10? 10° 104 10°
4. "Deep Learning" (with Y. Bengio and A. Courville) - Popularity
Published as a book in 2016,... x (Mallen et al., 2023)

5. "Attention Is All You Need" (with V. Vaswani, N.
Shazeer, et al.) - Published in 2017, this paper
introduced the Transformer model,... x

GPT-3 davinci-003: 20%-30% accuracy
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LLMs’ knowledge is easily outdated and hard to update

Why retrieval-based LMs?

g Who is the CEO of Twitter? Google Who is the CEO of Twitter?

Q Al [E News [& Images <& Shopping [+] Videos : More

As of my knowledge cutoff in
September 2021, the CEO of

ChatGPT Twitter / GEO

Twitter is Jack Dorsey....

About 1,090,000,000 results (0.45 seconds)

Linda Yaccarino

Jun 5, 2023~

 Existing knowledge editing methods are still
NOT scalable (active research!) Datastore

» The datastore can be easily updated and
expanded - even without retraining!

VNSO
DR
S AR
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LLMs’ output is challenging to interpret and verify

Why retrieval-based LMs?

Generating text with citations

Datastore
i B i Tt R b PN NN SU e SR K i
A At AR AN Question

When did the US break away from England?

-Model output

SR :
: SR 5 : ——
& \}é& " '&\ﬁ ¢ The US took the first step towards gaining independence from

\éﬁf\, “,\\\m‘d‘i\!&g\'\‘s @\&éﬁ% GB when it declared independence on July 2, 1776 (although the
DO RN -

ol IR \k N event is now commemorated on July 4, 1776, the date when the

PGSTA PO ; -

B AR RN R Declaration of Independence was officially adopted by Congress)
¢ et

Ui RO RN R TR [1][2]. The Treaty of Paris was later signed on September 3, 1783,

formally separating the United States from the British Empire [2].

Retrieve rl@ E)
M T N
=

1
X

Can trace knowledge source

i i 1in e i 2 ——y ST

P

I _ U‘r%; [1] Decolonization of [2] Decolonization: ... | | [3] American Revolu-
from retrleval resu ItS better U the Americas: ... in- It was officially adop- | | tion: ... The Treaty of
i il dependence from GB | |ted by Congress on Paris was signed
Interpretability & control Corpus L Sy

onJuly2, 1776 ...

(Nakano et al. 2021; Menick et al.,
2022; Gao et al., 2023)
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LLMs’ output is challenging to interpret and verify

Why retrieval-based LMs?

(2, Create an itinerary for exploring Toronto over a span of two days. O 0o
@ & 5 | a « Day 2: Explore the history and culture of Toronto at the
Royal Ontario Museum, one of the largest and most

comprehensive museums in North America, featuring
and activities to suit different tastes and preferences. Here exhibits on art, natural history, world cultures and more

4
are some suggestions for creating an itinerary for exploring . Then, hop on a ferry to the Toronto Islands, a group
Toronto over two days: of\slands that offer a relaxing escape from the city, with

Toronto is a vibrant and diverse city with many attractions

» Day 1: Start your day with a visit to the CN Tower, the
iconic landmark that offers panoramic views of the city
and beyond ' . You can also experience the thrill of
walking on the glass floor or the EdgeWalk, the world’s

highest hands-free walk Next, head to the nearby St.
Lawrence Market, one of the wor
markets, where you can sample a variety of cuisines an

local specialties * . After lunch, take a stroll along Queen
West, a trendy neighborhood with eclectic shops,

galleries, cafes and street art * . In the evening, enjoy a
show at one of the many theaters or comedy clubs in the 1.cntowerca 2. travel.usnews.com 3. bing.com
Entertainment District, or catch a game at the

Learn more:

4.rom.on.ca 9. tripadvisor.com

Scotiabank Arena if you're a sports fan.




LLMs are shown to easily leak private training data

Why retrieval-based LMs?

Category Count
Prefi US and intcrnational ncws 109
Bl Log files and error reports 79
East Stroudsburg Stroudsburg... ] License, terms of use, copyright notices 54
Lists of named items (games, countries, etc.) 54
¢ Forum or Wiki entry 53
Valid URLs 50
[ GPT-? ] Named individuals (non-news samples only) 46 |
Promotional content (products, subscriptions, etc.) 45
High entropy (UUIDs, base64 data) 35
p l f Contact info (address, email, phone, twitter, cte.) 32}
Memorized text ] . Code 31
Corporation Seabank Centre Configuration files 30
Marine Parade Southport Religious texts 25
Pseudonyms 15
.com Donald Trump tweets and quoles 12
Web forms (menu items, instructions, etc.) 11
Tech news 11
) ’ Lists of numbers (dates, sequences, elc.) 10

Individualization on private data by storing it in the datastore
Carlini et al. 2021. “Extracting Training Data from Large Language Models”
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LLMs are *large* and expensive to train and run

Why retrieval-based LMs?
r

VS.

Datastore

Long-term goal: can we possibly reduce the training and
Inference costs, and scale down the size of LLMs?

e.g., RETRO (Borgeaud et al., 2021): “obtains
comparable performance to GPT-3 on the Pile,
despite using 25x fewer parameters”
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A Retrieval-based LM: Definition

A language model (LM) that uses an external
datastore at test time.




Retrieval-based LMs are ...

Decoder only

Autoregressive




Retrieval-based LMs are ...

Decoder only

Autoregressive

Toronto capital Ontario

Autoregressive LM VS Masked LM

The capital city of Ontario is The city of Is Toronto
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A Retrieval-based LM: Definition

A language model (LM) that uses




ypical LMs

A aS L Tt T —
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The capital city of Ontario is Toronto The capital city of Ontario is

(D v

Training time Testtime
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Retrieval- based LM
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Inference
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Datastore
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Inference: Datastore

5/1/2025

)
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Datastore
Raw text corpus

Query

!

—

Index

 —p

At least billions~trillions of tokens
Not labeled datasets
Not structured data (knowledge bases)

RAG

RN
X aOR

18



Input

Inference: Index Retrieval input I

(not necessarlly mput to the LM)
‘\,\(‘\ m§\§:\:\;\\§\§\\&ww \&w\&\;‘% M\

QQ\&_ N %Q‘ \@Q\Q “\s\&\ \\\\\\\'&@\\&gﬁﬁ

\
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AR TR R
e 3‘\ ‘9\\# NN
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Find a small subset of elements in a datastore
that are the most similar to the query

N R O e

N TR, Coniee AR \\&\\ R

\\\\‘ﬁ\

’./) Q“\‘\\\\Q\B‘\ESS “ A \k 1R \\\‘\\\\\\ &=
,\;§§§§§§33¥Qt SRR R

Datastore
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Inference: Index

Goal: find a small subset of elements in a datastore that are the most similar to
the query

sim: a similarity score between two pieces of text

5/1/2025 RAG 20




Inference: Index

Goal: find a small subset of elements in a datastore that are the most similar to
the query

sim: a similarity score between two pieces of text

# of | d . .
sim(i, j) (tf ) logQ of totat docs An entire field of

C)# of docs containing Stu‘g)’ oln hO\;Vt{-]O get
or iearn (S

similarity function
better

# of occurrences of in |

sim(i,j) = Encoder(i) - Encoder(j)

Maps the text into an -dimensional vector
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Inference: Index

Goal: find a small subset of elements in a datastore that are the most similar to
the query

sim: a similarity score between two pieces of text

Can be a totally separate research area
on how to do this fast & accurate

Index:given g ,return argTop-Kyepsim(q, d) through fast nearest neighbor search

k elements from a datastore
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Software: FAISS, Distributed FAISS, SCaNN, etc...

Method Class name index_factory Main parameters Bytes/vector Exhaustive Comments

Exact Search

IndexFlatL2 "Flat" d 4%d es brute-force
for L2 ¥

} Exact Search

Exact Search . :
also for cosine (normalize

for Inner IndexFlatIP "Flat" d 4%d es
ARG - % ¥ vectors beforehand)
Product
Hierarchical
Navigable Small 4%d + X * M %
IndexHNSWFlat "HNSW, Flat" d, M no
World graph 2 x4
exploration : |
A 1
. Takes another index to
Inverted file . . .
. quantizer, d, assign vectors to inverted
with exact ) . .
ost IndexIVFFlat "IVFx,Flat" nlists , 4%d + 8 no lists. The 8 additional bytes
P T metric are the vector id that needs
verification
to be stored.
Locality- . .
Sensiti?l/e optimized by using random
% 3 IndexLSH - d, nbits ceil(nbits/8) yes rotation instead of random
Hashing (binary rojections
flat index) proj
Sk 4 and 6 bits per component M
guantizer (SQ) IndexScalarQuantizer "sQ8" d d yes are slso plamentad APPrOX” | |a_te Sea rCh
in flat mode
—m— | (Relatively easy to scale to ~ | B elements)
K "PQx" , ceil(M * nbits
quantizer (PQ) IndexPQ . d, M, nbits yes
% "PQ"M"x"nbits / 8)
in flat mode
SQfp16:2 * d
IVF and scalar . "IVFx,SQ4" quantizer, d, Qfp = Same as the
uantizer LndextiEscslarGuantizer "IVFx,SQ8" lists , qtype i 42 IndexScalarQuantizer
4 ! A R SQ4: d/2 +8 Ress M
IVFADC (coarse quantizer, d, .
i g " ceil(M %
quantizer+PQ IndexIVFPQ "IVFx,PQ"y"x"nbits nlists, M, TR no
on residuals) nbits M M f h // H h b /
ore Info: https. glt ub.com
IVFADC+R quantizer, d, v
same as lists , M,
v ) L | facebookresearch/faiss/wiki
IVFADC with re- IndexIVFPQR "IVFx,PQy+z" nbits , M+M_refine+8 no

ranking based M_refine ,
on codes) nbits_refine




Inference: Search

w “\ R o W W e NN < ) \“\%ﬁ\\\“\w\{&“& S “
3 DOTNLKR R TR
W R R R

R
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Datastore
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Query

!

S Index
fast nearest
neighbor search

In this tutorial, we assume
we can do it fast &
accurate

RO
—> s‘%%j

Retrieval




Inference: Search

e BB B T R
; \mmm&%§§§§;§§““‘\§:§§%§§“§?%§>~““"
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Datastore

5/1/2025

RAG 25



Questions to answer

What's the query &
when do we retrieve? ’&'

Query

l How do we

use retrieval?

B BN B R
| \(Q\)\\\g&&&‘\\g&&?“““““\S&\\%\k\}?@1‘*‘*‘*\\\\@& SN

= NN Rl

K QQQK“%}\%E%‘@@mmw&@&@
% N NN

' A\ ; N&\%‘&\é‘%{\\g‘g}g\?&\w@&w\&w \ SR

W

m— Index

retrieve!?

Datastore

5/1/2025 RAG 26




Notation )

Input

AN “(“— AR e\ < ‘\““\W% ST
SR Query
D %%&““\Q\Q\@M&Mm&w&%&@wk -

B N D NRTER = e

| LTI TR e e !

e SRR
G SR
R w

NN

el Index e

e
«’

2

e A % ®
‘ \\" *Q% N
- ) Q&?&%@;& §\§K\§

Datastore
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Architecture




Categorization of retrieval-based LMs

\What to retrieve? How to use retrieval? \When to retrieve?
Query w/ retrieval
l The capital city of Ontario is Toronto.
AP
%‘P&\%} w/ retrieval w/ r wir wir w/r wir wir
L O% A VATAYATAYATA'
The capital city of Ontario is Toronto.
Text chunks (passages)? S g
Tokens? oupt AN AN
Something else? The capital city of Ontario is Toronto.
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In-Class Activity

Read the paper assigned to you

In your paper, find the answers to these questions

What to How to use When to
- retrieve? ~ retrieval? ~ retrieve?

Share what you learned with your group

What to retrieve? How to use retrieval? When to retrieve?
Query Input w/ retrieval Once
| . AYAYAYATATAYA
The capital city of Ontario is Toronto.
,0{\%'\\\’\: w/ retrieval w/ r w/r w/r ;Y%ywtro ken
AR 1S

/N RTA
S l The capital city of Ontario is Toronto.
w/ retrieval E\lﬁ ry n tQ‘kenS
Output N\

The capital city of Ontario is Toronto.

Text chunks (passages)?
Tokens?
Somethingelse?

5/1/2025
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