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My early history with neural 
language models…

Workshop on Machine 
Learning for Creativity at 
KDD 2017 

“Event Representations for 
Automated Story Generation 
with Deep Neural Nets”
Martin, Lara J., et al.

Workshop on Machine 
Learning for Creativity and 
Design at NeurIPS 2017

“Improvisational 
Storytelling Agents”
Martin, Lara J., et al.  

AAAI 2018 IJCAI 2019

“Controllable Neural Story 
Generation via Reward Shaping”
Tambwekar*, P., Dhuliawala*, M.,
Martin, L. J., Mehta, A., Harrison, B., 
& Riedl, M. O. 
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Seq2Seq Neural Networks (2017)
R2-D2 carrying some drinks on a tray strapped to his back passes Yoda who 
uses his force powers to hog the drinks

Expected:

Obi Wan and Anakin are drinking happily when Chewbacca takes a Polaroid 
picture of Anakin and Obi Wan

Predicted:

Can this block gives him the advantage to personally run around with a large 
stick of cheese
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Summary for Lego Star Wars: Revenge of the Brick. From the original presentation for 
Martin, Lara J., Prithviraj Ammanabrolu, William Hancock, Shruti Singh, Brent Harrison, and Mark O. Riedl. “Event Representations for Automated Story Generation with 
Deep Neural Nets.” KDD 2017 Workshop on Machine Learning for Creativity, 2017.



What is a language model?

I am so

0.00%

10.00%

20.00%

30.00%

Probable next words

excited

Example created from text-davinci-003 on openai.com 55/8/2025 STORYTELLING, D&D, AND AAC



What isn’t a language model?

Likelihoods →    Not cause & effect

What is probable might not be possible.
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GPT-3 Tells a Story
The hungry dog licked her lips as she watched her owner eat.
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GPT-3 Tells a Story
The hungry dog licked her lips as she watched her owner eat.

“You’ve been a good girl,” he told her. “I think you deserve a reward.” 

Once she was done, she jumped back on the couch and waited patiently. 

Her owner took a piece of steak out of the fridge and gave it to her. 

“Thank you,” he said. “I’m glad you're my dog.”

She wagged her tail and ate the steak. 

“If you’re good, you can have a treat later,” he said. “But for now, you have to sleep. I 
have a long day tomorrow.”

She nodded and lay down on the floor. 

Her owner got up, turned off the lights, and lay down on the bed.

Once she was done What does this refer to?

“If you’re good, you can have a treat later,”

Forgot what has 

happened already

She nodded Lacking commonsense
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But ChatGPT solves all these 
problems, right?
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Storytelling with ChatGPT
A few turns into the story:

Rephrasing me

Inconsistent over time

10



What is a language model?
(alternate version)

Coherence Originality

https://thenounproject.com/icon/tug-of-war-1016981/ 115/8/2025 STORYTELLING, D&D, AND AAC



There’s even an explicit knob in GPT-3

125/8/2025 STORYTELLING, D&D, AND AAC



Do we really need to 
trade off?
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Storytelling!

Storytelling!

https://st2.depositphotos.com/1151061/6575/v/450/depositphotos_65750413-stock-illustration-story-reading.jpg
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Entertain us
Tell us a spooky 
story about the 

Jersey Devil.

Photo by Mike Erskine on Unsplash

Entertain us

15

https://unsplash.com/@mikejerskine?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/storytelling?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText


Plan with us
Will the Ikea Klippan loveseat fit into my 2019 Honda Odyssey if I fold 
down the seats?

New Microsoft AI-Powered Bing Revealed (Full Demo)
https://www.youtube.com/watch?v=FLsr_sUVgrA 16

Plan with us



Teach Us Teach us
I want to buy a new car for my family. What should I consider?

Google Bard and Generative AI Search Revealed
https://www.youtube.com/watch?v=n9s0_bwKiFY 17



Prepare us
How do I ask 
this guy out? The key to a 

man’s heart…

Photo by Verena Yunita Yapi on Unsplash 18

Prepare us

https://unsplash.com/@verenayunita?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/anxious?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText


Support us
I just broke up with 

my boyfriend…
I’m so sorry to hear 
that. Let me tell you 

about the time…

Photo by Claudia Wolff on Unsplash

Support us

19

https://unsplash.com/@kaimantha?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/upset?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
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Present

Martin, L. J., Ammanabrolu, P., Wang, X., Hancock, W., Singh, S., Harrison, B., & Riedl, M. O.
“Event representations for automated story generation with deep neural nets.” AAAI 2018.



What is a language model?
(alternate version)

Coherence Originality

https://thenounproject.com/icon/tug-of-war-1016981/
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Why is this happening?!
R2-D2 carrying some drinks on a tray strapped to his back passes Yoda who uses his force powers 
to hog the drinks

Can this block gives him the advantage to personally run around with 
a large stick of cheese

Problem? Sparsity!

Too unique!

Solution
Separating semantics (meaning) from syntax 
(grammar)!

More overlap!
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Event Representations
Use linguistic knowledge to bootstrap the neural network

From sentence, extract event representation

(subject, verb, direct object, modifier)

Original sentence: yoda uses the force to take apart the platform 

Event: yoda use force Ø

Generalized Event: <PERSON>0 use-105.1 causal_agent.n.01 Ø

235/8/2025 STORYTELLING, D&D, AND AAC
Martin, L. J., Ammanabrolu, P., Wang, X., Hancock, W., Singh, S., Harrison, B., & Riedl, M. O.
“Event representations for automated story generation with deep neural nets.” AAAI 2018.



WordNet

24

http://wordnetweb.princeton.edu/perl/webwn?s=force&sub=Search+WordNet&o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&h=
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http://wordnetweb.princeton.edu/perl/webwn?s=force&sub=Search+WordNet&o2=&o0=1&o8=1&o1=1&o7=&o5=&o9=&o6=&o3=&o4=&h=


VerbNet

25

https://uvi.colorado.edu/verbnet/use-105.1
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https://uvi.colorado.edu/verbnet/use-105.1


ASTER Pipeline

sentencen

John unwittingly 
unleashes an 
insidious pox.

Eventify eventn

John unleash pox Ø

<PERSON>0 disassemble-23.3 contagious_disease.n.01 Ø

Event-to-
Event

eventn+1

male.n.02 
spatial_configuration-47.6 

Ø adopt-93

ASTER Pipeline*

26

*Automated Story-Telling with Event Representations

5/8/2025 STORYTELLING, D&D, AND AAC
Martin, L. J., Ammanabrolu, P., Wang, X., Hancock, W., Singh, S., Harrison, B., & Riedl, M. O.
“Event representations for automated story generation with deep neural nets.” AAAI 2018.



Events make NNs less surprised about what 
comes next

Experiment Perplexity ↓

(0) Original Sentences 705

(1) Original Words Baseline 749

(2) Original Words with PERSONs 167

(3) Generalized Baseline 54

𝑷𝒆𝒓𝒑𝒍𝒆𝒙𝒊𝒕𝒚 =  2− σ𝒙 𝒑 𝒙 𝐥𝐨𝐠2 ሻ𝒑(𝒙

𝒑 𝒙 =
ሻ𝒄𝒐𝒖𝒏𝒕(𝒙

σ
𝒚ϵY ሻ 𝒄𝒐𝒖𝒏𝒕(𝒚

275/8/2025 STORYTELLING, D&D, AND AAC
Martin, L. J., Ammanabrolu, P., Wang, X., Hancock, W., Singh, S., Harrison, B., & Riedl, M. O.
“Event representations for automated story generation with deep neural nets.” AAAI 2018.



ASTER pipeline, continued

ASTER Pipeline

sentencen Eventify eventn
Event-to-

Event

eventn+1

John unleash pox Ø

<PERSON>0 disassemble-23.3 contagious_disease.n.01 Ø

male.n.02 
spatial_configuration-47.6 

Ø adopt-93

Event-to-
Sentence

generalized_sentencen+1

male.n.02 crumples and is about to be sheath.n.02

John unwittingly 
unleashes an 
insidious pox.

285/8/2025 STORYTELLING, D&D, AND AAC
Martin, L. J., Ammanabrolu, P., Wang, X., Hancock, W., Singh, S., Harrison, B., & Riedl, M. O.
“Event representations for automated story generation with deep neural nets.” AAAI 2018.



Why did we keep the sentences 
generalized?

CAT STORIES

Generalized Event-to-Event RNN

carnivore, eat, animal_tissue, Ø

The dog ate the bone.  

Why did we keep the sentences generalized?
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Generalizing helps generating sentences

Experiment Perplexity ↓ BLEU ↑
Original Words Event → Original Sentence 1585 0.0016
Generalized Event → Generalized Sentence 57 0.0331
All Generalized Events → Generalized Sentence 59 0.0366

Precision using 
n-grams

305/8/2025 STORYTELLING, D&D, AND AAC
Martin, L. J., Ammanabrolu, P., Wang, X., Hancock, W., Singh, S., Harrison, B., & Riedl, M. O.
“Event representations for automated story generation with deep neural nets.” AAAI 2018.



ASTER Pipeline, complete
sentencen eventn

Event-to-
Event

eventn+1

John unleash pox Ø

<PERSON>0 disassemble-23.3 contagious_disease.n.01 Ø
John unwittingly 

unleashes an 
insidious pox.

male.n.02 
spatial_configuration-47.6 

Ø adopt-93

ASTER Pipeline

Event-to-
Sentence

generalized_sentencen+1

male.n.02 crumples and is about to be sheath.n.02

Slot Filler

Eventify

<PERSON>0 = John
contagious_disease.n.01 = pox

Memory

sentencen+1

He crumples and 
is about to be 

husk.

315/8/2025 STORYTELLING, D&D, AND AAC
Martin, L. J., Ammanabrolu, P., Wang, X., Hancock, W., Singh, S., Harrison, B., & Riedl, M. O.
“Event representations for automated story generation with deep neural nets.” AAAI 2018.



Summary
Writers like to be unique with their writings

This makes it hard for ML to see patterns

I created an event representation to aid in pattern finding

This created a giant system that still rambles
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Tambwekar, P.*, Dhuliawala, M.*, Martin, L. J., Mehta, A., Harrison, B., & Riedl, M. O.
“Controllable Neural Story Plot Generation via Reinforcement Learning.” IJCAI 2019.



Global Coherence

Meet

Unrequited

Admire

Discovery

Understanding

Marry

https://blog.reedsy.com/plot-point/
345/8/2025 STORYTELLING, D&D, AND AAC



ASTER Pipeline
ASTER Pipeline: zoom in on event-to-
event
sentencen Eventify eventn

Event-to-
Event

eventn+1

Event-to-
Sentence

generalized_sentencen+1Slot Fillersentencen+1

Memory
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Policy Gradient DRL (REINFORCE)
Event2Event

(Seq2Seq)
Output heads 
toward goal?

365/8/2025 STORYTELLING, D&D, AND AAC
Tambwekar, P.*, Dhuliawala, M.*, Martin, L. J., Mehta, A., Harrison, B., & Riedl, M. O.
“Controllable Neural Story Plot Generation via Reinforcement Learning.” IJCAI 2019.



#1 Verb Distance

𝒓𝟏(𝒗ሻ = 𝐥𝐨𝐠 

𝒔∈𝑺𝒗,𝒈

𝒍𝒔 − 𝒅𝒔 (𝒗, 𝒈ሻ

Closer distance = Higher reward

37

#1 Verb Distance

5/8/2025 STORYTELLING, D&D, AND AAC
Tambwekar, P.*, Dhuliawala, M.*, Martin, L. J., Mehta, A., Harrison, B., & Riedl, M. O.
“Controllable Neural Story Plot Generation via Reinforcement Learning.” IJCAI 2019.



#2 Story-Verb Frequency

S1 S46
S527

   𝒓𝟐(𝒗) = 𝐥𝐨𝐠
𝒌𝒗,𝒈

𝑵𝒗
 

#2 Story-Verb Frequency

Appear frequently before goal = 
Higher reward

Tambwekar, P.*, Dhuliawala, M.*, Martin, L. J., Mehta, A., Harrison, B., & Riedl, M. O.
“Controllable Neural Story Plot Generation via Reinforcement Learning.” IJCAI 2019. 385/8/2025 STORYTELLING, D&D, AND AAC



Final Reward Equation

𝑹(𝒗ሻ  =  𝜶 × 𝒓𝟏(𝒗ሻ  × 𝒓𝟐(𝒗ሻ

Verb Distance to Goal

Story-Verb Frequency

Tambwekar, P.*, Dhuliawala, M.*, Martin, L. J., Mehta, A., Harrison, B., & Riedl, M. O.
“Controllable Neural Story Plot Generation via Reinforcement Learning.” IJCAI 2019. 395/8/2025 STORYTELLING, D&D, AND AAC



DRL system is more controlled 
generation

Goal Model
Goal Achievement 

Rate ↑
Average 

Perplexity ↓
Average Story 

Length

ad
m

ir
e Test Corpus 20.30% n/a 7.59

Seq2Seq 35.52% 48.06 7.11

Policy Gradient DRL 94.29% 7.61 4.90

m
ar

ry

Test Corpus 24.64% n/a 7.37

Seq2Seq 39.92% 48.06 6.94

Policy Gradient DRL 93.35% 7.05 5.76

405/8/2025 STORYTELLING, D&D, AND AAC
Tambwekar, P.*, Dhuliawala, M.*, Martin, L. J., Mehta, A., Harrison, B., & Riedl, M. O.
“Controllable Neural Story Plot Generation via Reinforcement Learning.” IJCAI 2019.



But are the stories 
actually any good?
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Methods
175 Mechanical Turkers rated statements on a 5-point Likert scale

For each of 3 conditions:
◦ Policy Gradient DRL

◦ Baseline Seq2Seq

◦ Human-written Stories (Gold Standard)

425/8/2025 STORYTELLING, D&D, AND AAC
Tambwekar, P.*, Dhuliawala, M.*, Martin, L. J., Mehta, A., Harrison, B., & Riedl, M. O.
“Controllable Neural Story Plot Generation via Reinforcement Learning.” IJCAI 2019.



Questionnaire

Coherence

1. This story exhibits CORRECT GRAMMAR.

2. This story's events occur in a PLAUSIBLE ORDER.

3. This story's sentences MAKE SENSE given sentences before and after them.

4. This story FOLLOWS A SINGLE PLOT.

5. This story AVOIDS REPETITION.

6. This story uses INTERESTING LANGUAGE.

7. This story is of HIGH QUALITY.

8. This story REMINDS ME OF A SOAP OPERA.

9. This story is ENJOYABLE.
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Average Score per model

44

Gold

5/8/2025 STORYTELLING, D&D, AND AAC
Tambwekar, P.*, Dhuliawala, M.*, Martin, L. J., Mehta, A., Harrison, B., & Riedl, M. O.
“Controllable Neural Story Plot Generation via Reinforcement Learning.” IJCAI 2019.



Story Generation Takeaways
I have created a representation so that semantic events can be generated separately from 
syntax.

This created more semantically-accurate plot generation

but it would still lose coherence over time.

So we created a way to finetune the event generator to behave as RL.

This made for more consistent, plot-driven generation.
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Back to the Future 
All of this previous work was before the era of finetuning.

It was challenging to get these models to even output grammatical sentences.

>>
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How much do LLMs actually 
understand stories?

475/8/2025 STORYTELLING, D&D, AND AAC
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485/8/2025 STORYTELLING, D&D, AND AAC
Dong, Y. R., Martin, L. J., & Callison-Burch, C.
“CoRRPUS: Code-Leveraged Structured Representations for Neurosymbolic Story Understanding.” Findings of ACL 2023. 



Chain-of-Thought Prompting

Q: The cafeteria had 23 apples. If they used 20 to make lunch 
and bought 6 more, how many apples do they have?

Part of Figure 1 from J. Wei et al., “Chain of Thought Prompting Elicits Reasoning in Large Language Models,”
in International Conference on Neural Information Processing Systems (NeurIPS), New Orleans, LA & Online, Jun. 2022. doi: 10.48550/arXiv.2201.11903. 495/8/2025 STORYTELLING, D&D, AND AAC

https://doi.org/10.48550/arXiv.2201.11903


Motivation
Can we use CoT prompting for story understanding?

Will a Code-LLM do better than a regular LLM because of the innate structure of code?
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CoRRPUS comparison to GPT-3
CoRRPUS (Code Representations to Reason & Prompt over for Understanding in Stories)

Original Story

Amy’s laptop is in the library.
Amy is carrying her laptop.

Amy goes to the dorm.
Then, Amy goes to the cafeteria.

Query 
GPT-3

Where is Amy’s laptop? Dorm

CoRRPUS Prompting

Generated 
Python 
Representation

Amy.laptop.location = library
Amy.carry = [laptop]

Amy.go(location=“dorm”)
Amy.go(location=“cafeteria”)

Query 
GPT-3

Where is Amy’s laptop? Cafeteria

515/8/2025 STORYTELLING, D&D, AND AAC
Dong, Y. R., Martin, L. J., & Callison-Burch, C.
“CoRRPUS: Code-Leveraged Structured Representations for Neurosymbolic Story Understanding.” Findings of ACL 2023. 



CoRRPUS Chain-of-Thought Prompting
Three versions that are initialized the same:

Comment
def story(self):

## Mary moved to the bathroom.
self.Mary.location = “bathroom”
## Mary got the football there.
self.Mary.inventory.append(“football”)
…

Specific Functions

self.Mary_moved_to_the_bathroom()
self.Mary_got_the_football_there()
self.John_went_to_the_kitchen()
self.Mary_went_back_to_the_garden()

def Mary_moved_to_the_bathroom()
self.Mary.location=“bathroom”

def Mary_got_the_football_there():
…

Abstract Functions

def go(self, character, location):
 character.location = location
 for item in character.inventory:
  item.location = location
def pick_up(): …

def story(self):
## Mary moved to the bathroom.
self.go(character=self.Mary, 
location = “bathroom”)
…

525/8/2025 STORYTELLING, D&D, AND AAC
Dong, Y. R., Martin, L. J., & Callison-Burch, C.
“CoRRPUS: Code-Leveraged Structured Representations for Neurosymbolic Story Understanding.” Findings of ACL 2023. 



Tested On 2 Tasks
bAbI (Weston et al. 2015)

◦ Task 2: Stories tracking objects that characters carry

535/8/2025 STORYTELLING, D&D, AND AAC
Dong, Y. R., Martin, L. J., & Callison-Burch, C.
“CoRRPUS: Code-Leveraged Structured Representations for Neurosymbolic Story Understanding.” Findings of ACL 2023. 



bAbI (Weston et al. 2015)

Method # Shot Accuracy ↑

Random - 25%

GPT-3 1 56.5%

Chain of Thought (Creswell et al. 2022) 1 46.4%

Selection-Inference (Creswell et al. 2022) 1 29.3%

Dual-System (Nye et al. 2021) 10 100%

CoRRPUS (comment) 1 67.0%

CoRRPUS (specific) 1 78.7%

CoRRPUS (abstract) 1 99.1%

545/8/2025 STORYTELLING, D&D, AND AAC
Dong, Y. R., Martin, L. J., & Callison-Burch, C.
“CoRRPUS: Code-Leveraged Structured Representations for Neurosymbolic Story Understanding.” Findings of ACL 2023. 



Tested On 2 Tasks
bAbI (Weston et al. 2015)

◦ Task 2: Stories tracking objects that characters carry

Re3 (Yang et al. 2022)
◦ Identifying inconsistencies in stories (e.g., descriptions of characters’ appearances, relationships)

◦ Stories were generated from a list of facts (the premise). They also generated premises with a 
contradiction.

555/8/2025 STORYTELLING, D&D, AND AAC
Dong, Y. R., Martin, L. J., & Callison-Burch, C.
“CoRRPUS: Code-Leveraged Structured Representations for Neurosymbolic Story Understanding.” Findings of ACL 2023. 



Re3 

The task is to see what stories match what premises based on the 
facts extracted from both.

Joan Westfall premise Joan Westfall in story

565/8/2025 STORYTELLING, D&D, AND AAC



Re3 (Yang et al. 2022)

Method ROC-AUC ↑

Random 0.5

GPT-3 0.52

Entailment (Yang et al. 2022) 0.528

Entailment with Dense Passage Retrieval (Yang et al. 2022) 0.610

Attribute Dictionary → Sentence (Yang et al. 2022) 0.684

CoRRPUS (comment) 0.751

CoRRPUS (specific) 0.794

CoRRPUS (abstract) 0.704

Probably because functions like set_age(self, character, age)complicate more than they help. 

575/8/2025 STORYTELLING, D&D, AND AAC
Dong, Y. R., Martin, L. J., & Callison-Burch, C.
“CoRRPUS: Code-Leveraged Structured Representations for Neurosymbolic Story Understanding.” Findings of ACL 2023. 



Takeaways from CoRRPUS
Multi-step, structured (via code) chain-of-thought prompting outperforms regular chain-of-
thought prompting.

Prompting systems like CoRRPUS can function at the same level as highly engineered systems.

585/8/2025 STORYTELLING, D&D, AND AAC
Dong, Y. R., Martin, L. J., & Callison-Burch, C.
“CoRRPUS: Code-Leveraged Structured Representations for Neurosymbolic Story Understanding.” Findings of ACL 2023. 



And now for something completely 
different

https://media.tenor.co/images/4377f4b69226f645d7ccd583b27d76f3/raw
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How can NLP improve people’s 
lives?

605/8/2025 STORYTELLING, D&D, AND AAC
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Augmentative & Alternative 
Communication

https://www.abc.es/media/ciencia/2018/03/15/20576450-kgXH--620x349@abc.jpg

https://cehs.unl.edu/documents/secd/forms/Letter-Boards.png

https://bdnews24.com/lifestyle/2021/05/30/the-talking-dog-of-tiktok 625/8/2025 STORYTELLING, D&D, AND AAC



Who uses AAC? Who is studied using AAC?

https://lifetec.org.au/dales-story/ https://premierpedstherapy.com/5-myths-about-aac-use-for-children-with-autism-spectrum-disorder/
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But what about autistic adults?
(See also: chi ldren grow up)

645/8/2025 STORYTELLING, D&D, AND AAC



Let’s ask them
I ran semi-structured interviews with 12 autistic adults recruited online

Participants were encouraged to use AAC during interviews 

655/8/2025 STORYTELLING, D&D, AND AAC
Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.
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Intro to Proloquo’s Interface
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Proloquo demo from real user
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Asked people questions about…
Usage, app preferences, empowerment, and privacy

For instance:

Tell me about a situation where you wanted to use AAC but couldn’t because of the type of 
social situation.

Or

Tell me about a time AAC helped you feel empowered as an autistic person.

Or

What type of information about you do you think your AAC application(s) saves?

685/8/2025 STORYTELLING, D&D, AND AAC
Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



Participants
• 12 autistic adults

• Native English speakers, living in the US 

• Use AAC applications
• Proloquo2Go (6)

• Proloquo4Text (5)

• CoughDrop (3)

• TD Snap (3)

• Encouraged to use AAC during the 
interview

69

Age Range Self-Assigned Label Years of 
AAC Use

18-24 Mostly non-speaking 5-9

25-34 Unreliable speech Since 
childhood

25-34 Semi-speaking 5-9

25-34 Mostly non-speaking ≤1

25-34 Selectively mute/situationally 
mute

10+

25-34 Semi-speaking 10+

25-34 Semi-speaking ≤1

35-44 Mostly non-speaking with 
unreliable speech and word 
retrieval issues

10+

35-44 Sometimes user 5-9

35-44 Mostly non-speaking ≤1

35-44 Mostly non-speaking 5-9

35-44 Unreliable speech ≤1
Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



Research Questions

• RQ1: What are pitfalls and challenges that autistic AAC users run into when using existing AAC 
applications?

• RQ2: What types of features do autistic adults require or prefer to see from AAC applications?

• RQ3: How does the person’s identity as an autistic person factor into their AAC use?

• RQ4: How do participants feel about NLP techniques being integrated into their AAC apps?

70Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



Interview Questions

1. Questions asking the participant to recall a recent conversation where they 
used AAC and describe details about how that conversation went.

2. Questions asking the user to think of particular scenarios when they used AAC.

3. Questions for describing a typical day of using AAC and what types of tools they 
used.

4. Questions asking about when they have felt empower or disempowered 
because of their AAC.

5. Questions about how they select what AAC to try.

6. Questions about privacy

71Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



Thematic Analysis Categories

1. Input flexibility

2. Output flexibility

3. Selecting or adapting AAC

4. When to start, swap, or stop AAC

5. Benefits

6. Access as an Adult

7. Stumbling blocks for continued use

8. Control of communication

72Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



1. Input Flexibility

https://communicationfirst.org/guest-blog-communication-barriers-faced-by-aac-users-in-accessing-health-care/
https://atpdc.wordpress.com/2015/01/30/verbally-text-based-aac-app/

Symbol-based Text-based

73Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



1. Input Flexibility

• Typing as an option (12)

• Mix symbol- and text-based AAC (7)

• Flexible vocabulary (7)

• Saving pre-programmed phrases (10)

“I can type on a phone, but I type 100 words a 

minute on a regular keyboard so that’s always 

gonna be my preference”

“[I dislike] symbols and typing being so 

completely separate in different apps.”

“I also like that with the phone I can pre-

program phrases before I enter a situation.”
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12 out of 12 participants

Quotes from participants

Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



2. Output Flexibility

• Showing text instead of using TTS (8)

75Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



3. Selecting or adapting AAC

• Aging up AAC (5)

• Dedicated device (5)

• General customization (12)

“Many AAC apps feel like they’re made for 

kids or students, and it feels infantilizing.”

“I like being able to adjust pretty much every 

feature really. “

76Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



4. When to start, swap, or stop AAC
• Lose oral speech because of stressors (9)

• Trust (11)

• Adjusting to environment (9)

“I don’t use AAC […] when there are 

people who have dramatic power 

over me who can drastically control 

my life.”

77Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



5. Benefits

• Organizing thoughts (8)

• Identity (9)

• Don’t need to force speech anymore (7)

“Sometimes I talk faster than I think and 

struggle to explain a complex idea, and 

AAC lets me collect my thoughts and 

write a clear message.”

78Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



6. Access as an Adult

• Affordability (10) “I have no other way and because 

[redacted] helped me afford it.”

79Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



7. Stumbling blocks for continued use

• Speed (11)

• Voice quality (10)

• Need for reliability (6)

“I’ve had times where I tried to pull out the AAC in

a group conversation [...] and then people hear it 

and laugh because they think I’m making a joke”. 

“ I reported several bugs and *never* got any fixed.”

80Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



8. Control of communication

• No automatic personalization (6)

• Unwanted outside access (11)

• App’s unknown data policy (9)

“I don’t like it when the way I use something 

automatically changes the way an app or 

website, or whatever, functions.”
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“I do have to think a little about data security 

specifically for my job because I’m bound by 

HIPAA.”

Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



Autistic adults don’t want automated 
logging of conversations

For each row of the table, read the feature and think about how you would feel using AAC with that 
feature—think specifically in terms of your privacy.

0

2

4

6

8

10

12

14

Automatic
Personalization

Speech Recognition Logs Verbatim Log Topics Sentence Prediction Word Prediction Deliberate
Personalization

N
u

m
b

er
 o

f 
Pa

rt
ic

ip
an

ts

Never allow Current Conversation Only Across Conversations Always okay
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Autistic Adult-specific AAC Directions

• Keyboard input

• Conversation planning

• Mixing symbols & text modalities

• On-the-fly switching

• Trans* Text-to-Speech

83Lara Martin & Malathy Nagalakshmi. Aging Up AAC: An Introspection on Augmentative and 
Alternative Communication Applications for Autistic Adults. Submitted to ASSETS 2025.



Outline
PhD

AAC Trans* TTS AI D&D

Story
Understanding

Human
Communication

Events Plot Progression

Postdoc

Automated Story Generation

AAAI 2018

Code-LLMs

IJCAI 2019 ACL 2023 Submitted to 
ASSETS 2025

845/8/2025 STORYTELLING, D&D, AND AAC

Present



Why Trans TTS?
Trans people are 3.03-6.36 times more likely to be autistic or have autistic traits (Warrier et al. 2020)

Because of current AAC’s focus on children, their children’s voices end up being the most 
expressive TTS

People want to sound like themselves (even if that doesn’t sound like the voice they can 
produce)

10.1038/s41467-020-17794-1

V. Warrier et al., “Elevated rates of autism, other neurodevelopmental and psychiatric diagnoses, and autistic traits in transgender and gender-diverse 
individuals,” Nature Communications, vol. 11, no. 1, p. 3959, 2020, doi: 10.1038/s41467-020-17794-1. 855/8/2025 STORYTELLING, D&D, AND AAC

https://doi.org/10.1038/s41467-020-17794-1


Related Work
We trained ML model to match speech 
features (like MFCCs) with human-
annotated scores for accent

→ What if trans people scored voices 
based on qualities they want?

→ Can this be used to create 
synthesized voices with these 
characteristics?

N. Wolfe, V. V. Vemuri, L. J. Martin, F. Metze, and A. W Black,
“Applause: A Language Learning Tool for Low-Resource Languages,” in Designing Speech and 
Language Interactions Workshop at CHI 2014, Toronto, Canada, Apr. 2014. 865/8/2025 STORYTELLING, D&D, AND AAC



LLM Emotion Alignment

Shadab Choudhury, Asha Kumar, & Lara J. Martin GPT's Devastated  and LLaMA's Content : Emotion Representation Alignment in LLMs for Keyword-
based Generation. Submitted to ACL 2025.



Some representations align better

Shadab Choudhury, Asha Kumar, & Lara J. Martin GPT's Devastated  and LLaMA's Content : Emotion Representation Alignment in LLMs for Keyword-
based Generation. Submitted to ACL 2025.
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What is D&D?
It’s…

a fantasy tabletop 
role-playing game 
with a DM & players 
who control 
characters

Screencap from Netflix’s Stranger Things via https://www.thetimes.co.uk/article/dungeons-and-dragons-fans-enter-the-land-of-popularity-j0q53lkcw

905/8/2025 STORYTELLING, D&D, AND AAC

https://www.thetimes.co.uk/article/dungeons-and-dragons-fans-enter-the-land-of-popularity-j0q53lkcw


What is D&D?
It’s…

1. planning & 
acting through 
dialog

2. collaborating to 
tell a story

Screencap from Netflix’s Stranger Things via https://www.thetimes.co.uk/article/dungeons-and-dragons-fans-enter-the-land-of-popularity-j0q53lkcw
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Wired: Forget Chess—The Real Challenge is 
Teaching AI to Play D&D

9292



Hard problems in AI and

1. Infinite Number of Sentences

2. Unexpected Consequences

3. Dynamic, Continuous World

4. Distributed World (Theory of Mind)

5. Intrinsic Reward

Martin, L. J., et al. “Dungeons and DQNs: Toward Reinforcement Learning Agents that Play Tabletop Roleplaying Games.” Workshop on Intelligent 
Narrative Technologies and Workshop on Intelligent Cinematography and Editing (INT-WICED) 2018.
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Not solved but I’ve been working 
on…
A. Zhu, K. Aggarwal, A. Feng, L. J. Martin, and C. Callison-Burch, “FIREBALL: 
A Dataset of Dungeons and Dragons Actual-Play with Structured Game 
State Information,” Annual Meeting of the Association for Computational 
Linguistics (ACL), Toronto, Canada, Jul. 2023, pp. 4171-4193.

C. Callison-Burch, G. Singh Tomar, L. J. Martin, D. Ippolito, S. Bailis, and D. 
Reitter, “Dungeons and Dragons as a Dialogue Challenge for Artificial 
Intelligence,” in Conference on Empirical Methods in Natural Language 
Processing (EMNLP), Abu Dhabi, United Arab Emirates, Dec. 2022, pp. 
9379–9393.

A. Zhu, L. J. Martin, A. Head, C. Callison-Burch. “CALYPSO: LLMs as Dungeon 
Masters' Assistants,” in AAAI Conference on Artificial Intelligence and 
Interactive Digital Entertainment (AIIDE), Salt Lake City, UT, Oct. 2023, pp. 
380-390.

State Tracking for D&D

Character-Specific Dialog

Image from https://avrae.io/
945/8/2025 STORYTELLING, D&D, AND AAC



Publication overview & contact info
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Neurosymbolic Story Generation

Human Communication

Story Understanding

Separating Generation from Understanding
ACL CSRR Workshop 2022

Events
AAAI 2018

Plot Progression
IJCAI 2019

Character-Specific Dialog
EMNLP 2022

Matching Crowdsourced Data 

to Uncertainty in Speech
SLT 2014

ASRU 2015
Speech-to-Speech Translation

Code-LLMs
ACL Findings 2023

Narrative Characteristics of an “Asshole”
ICWSM 2023

State Tracking for D&D
ACL 2023

ICIDS 2016
Improvisational Storytelling

AAAI 2020
Expanding Events into Sentences

Dungeons & Dragons

AAC

Submitted to ASSETS 2025

+ various workshop papers
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Announcement
I’m teaching a Special Topics (491/691) course on Interactive Fiction and Text Generation in Fall 
2025

I have also gotten permission to make it a more permanent course number
◦ Probably under the name Neurosymbolic Text Generation

5/8/2025 STORYTELLING, D&D, AND AAC



Picture References
Lego Star Wars screenshots: https://www.youtube.com/watch?v=sWNrrgz8-nQ
Alexa Picture: https://pisces.bbystatic.com/image2/BestBuy_US/images/products/6430/6430060cv13d.jpg
Dog gif: https://media.giphy.com/media/WiFHem7FxKbHG/giphy.gif

Icons:
Trans: https://thenounproject.com/icon/trans-3113633/
Gears: https://www.flaticon.com/free-icon/engineering_3079165
AAC: https://www.flaticon.com/free-icon/mobile-phone_2974039
Events: https://thenounproject.com/icon/event-1430222/
Reddit: https://www.flaticon.com/free-icon/reddit-logo_52053
Bard: https://www.flaticon.com/free-icon/bard_2858872
Simplify: https://thenounproject.com/icon/ungroup-1091019/
20-sided Die: https://stock.adobe.com/images/black-and-white-tattoo-linework-style-natural-20-d20-dice-roll/548982460
Robot head: https://thenounproject.com/icon/robot-head-584365/
Story Understanding Icon: Python: https://www.flaticon.com/free-icons/python + Idea: https://www.flaticon.com/free-

icon/idea_7857740
Pause button in video: https://www.flaticon.com/free-icon/pause_2920686
Tug of war: https://thenounproject.com/icon/tug-of-war-1016981/
Cheese: https://www.flaticon.com/free-icon/cheese_9224691
Runner: https://www.flaticon.com/free-icons/runner
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