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Introduction

Text-based adventure i

games present a complex Trad Itlenal
environment where the

agent only has partial éN] M th d
observability of the world. e @ S

Actions and states in these
games are represented
through natural language,
making the action space
combinatorically large.

7 BDeep
The goal: Develop an RL- | . . - @L With

based architecture that

helps the Al efficiently ¥/ . G h
explore and make decisions . " ¢~ c rap S

in text-based games.




Background Concepts
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Understanding the
POMDP Structure
In Text Games

* Text games can be modeled as
Partially Observable Markov Decision
Processes (POMDPSs).

« A POMDP has seven key components: . S

(S, T,A Q,0,R,y) representing _ % m«%'%
states, transitions, actions,
observations, and rewards.

+ The agent must infer the current Agent'’s g,truggle to gnderstand game states
state and select actions from text- through incomplete information.
based clues, making it a unique
challenge for RL.




Building a Persistent
Memory with
Knowledge Graphs

 Knowledge graphs represent
relationships between entities, allowing
the agent to remember connections in
the game world.

* In this setup, the graph consists of RDF
triples: ( subject, relation, object) ,
such as ( chamber, has,
bed stand ) .

* This persistent memory lets the Al
prune irrelevant actions, focusing only
on meaningful choices in the game.

The knowledge graph helps the Agent dodge
irrelevant actions.
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You try to gain information on your surroundings by using  You've entered a chamber. You S nd. The bed stand is typical.
You need an unguarded exit? You should try going The bed ::*"d appears to be en ' ' xit to the north. Don't worry
that entranceway is unguarded s unblocked. T"ere is t to the west.

You've entered a basement
a technique you call "looking
east. You don't like doors? Why not try going north

Figure 1: Graph state update example given two observations
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Reducing the s N
Action Space with
Knowledge Graphs

 Games have a massive action space.

* Action pruning via the knowledge
graph restricts this space, scoring
actions to keep only the most
relevant choices.

* Scoring criteria: +1 for each object in
the action present in the graph, +1

for a valid path between objects in KG-DQN focuses only on important actions to
the graph. avoid wasting time.




KG-DQN Architecture

 KG-DQN leverages Q-learning, estimating Q-values
for each state-action pair, enabling the agent to
select actions with the highest expected reward.

* Graph attention mechanisms help the model focus
on relevant nodes in the knowledge graph, refining
the action space.

* The architecture includes modules for embedding
the graph and computing Q-values with LSTM-
encoded observations.

KG-DQN selecting the highest Q-value
action for maximum reward.



Figure 2: KG-DQN architecture, blue shading indicates components that can be pre-trained and red indicates no
pre-training. The solid lines indicate gradient flow for learnable components.




Data and
Experimental Setup

TextWorld Framework

A platform for creating procedurally generated text-based
games.

Games include:

* Rooms: Connected spaces to navigate.

*  Objects: Items to interact with or use.

* Quests: Goals like finding an object or reaching a location.

Evaluation Metrics

* Reward Curves: Measure how quickly the model learns to
maximize rewards over episodes.

* Steps to Completion: Track how efficiently the agent
completes the quest, with fewer steps indicating better
performance.

Welcome to TextWorld

Your quest: lock the
yellow basket in the
kitchen

[contemporary bedroom]

You are in the bedroom.
A locked safe is within
reach. It is green. You
can go south from here.

You are carrying: a
green latchkey and a
broccoli.

> eat broccoli
You eat the broccoli.
Not bad.

by |




Training Process with
Reinforcement g
Learning and Pre-

TEBTNE s o ersen

like:
* “Where is the key?”
*  “Which action leads to the next step?”

* This helps the agent understand basic game mechanics and build
an initial knowledge base.

2. Reinforcement Learning (Q-Learning)

The model uses Q-learning with:

* Experience Replay: Stores past interactions and replays them to
reinforce learning.

* Prioritized Sampling: Focuses on the most valuable experiences for
efficient training.

* Role of Q-Values: Guides the agent to take actions that maximize
long-term rewards.

3. Action Pruning KG-DQN: Strengthening decision-making with
. '{]he knowledge graph enables filtering irrelevant actions, reducing pre-training, Q-ValueS, and smart aCtion

the action space. .
* Example: If the agent doesn’t have a key, it won’t try to open a prU ni ng .

locked door.

* Benefit: Saves time and computational resources, letting the agent
focus on relevant choices.



Experimental Results
and Evaluation -
Evaluating KG-DQN

* Experiments were conducted in the
TextWorld framework with small and
large game settings.

* Results: KG-DQN converged 40%
faster on small games and 25% faster
on large games than baselines like
LSTM-DQN.

* KG-DQN achieved better performance
by completing quests with fewer
steps, demonstrating its efficiency
and improved decision-making.




Table 3: Average number of steps (and standard devia-
tion) taken to complete the small game.

Model

Random Command

BOW-DQN
LSTM-DQN

Steps
3198
83.1+ 8.0
724+ 4.6

Table 4: Average number of steps (and standard devia-
tion) taken to complete the large game.

Model Steps
Random Command 2054.8
LSTM-DQN 2603 +4.5

Unpruned, pre-trained KG-DQN 131.7T 7.7 Pruned, non-pre-trained KG-DQN 340 + 6.4
Pruned, non-pre-trained KG-DQN  97.3 + 9.0 Full KG-DQN 2659 94

Figure 3: Reward learning curve for select experiments  Figure 4: Reward learning curve for select experiments Full KG '[}QN 73.T £ 8.5
with the small games. with the large games.




Conclusion and
Future Work

KG-DQN leverages knowledge graphs
to enhance memory, focus, and
efficiency in text-based games.

Future work could extend this
approach to more complex
environments and explore advanced
pre-training.

This method showcases KG_DQN
potential in IF games, bringing us
closer to real-world applications of RL
in environments with partial
observability.

Knowledge Graph 7 &
= Better Performance &

Efficient Archtichture
for complex
decision-making.
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