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Summary

● Focus: The paper explores the presence of explicit script knowledge in pre-trained generative language models like 
GPT-2, BART, and T5 to generate full  event sequence descriptions (ESDs) with minimal prompting.
.

● Problem: Through zero-shot probing, it is found that generative LMs produce poor event sequence descriptions 
(ESDs). 

● Solution: The proposed  Script Induction Framework (SIF), yields substantial improvements over a fine-tuned LM, 
showing potential for inducing script knowledge.



Probing for Script Knowledge

Zero-shot Probing Experiment:
Designed to evaluate PLMs' ability to generate ESDs using carefully selected 
natural language prompts.
Experiment:
16 manually crafted prompts were used to probe GPT2, BART, and T5 for 
script knowledge.

Results:
● BART and T5: Unable to generate anything except the input tokens.
● GPT-2 (GP): Generated some scenario-relevant events, but the ESDs were often incomplete, with auxiliary 

details and incorrect event ordering.

Conclusion:
A Script Induction Framework (SIF) is proposed due to poor quality ESDs generated in the zero-shot setting. 



SIF: Script Induction Framework 



Implementation Details:

● DeScript Dataset: Contains 100 event sequences (ESDs) for 40 scenarios.
● The data is split into 8 parts for training and validation.
● Each ESD is lowercase and marked with:

○ ⟨BOS⟩: Begin of scenario
○ ⟨EOS⟩: End of scenario

● Input to classifiers:
○ Relevance classifier: scenario /s  e (e.g., "baking a cake /s  mix ingredients").⟨ ⟩ ⟨ ⟩
○ Temporal classifier: scenario name /s  e1 /s  e2 (e.g., "baking a cake /s  mix ingredients /s  ⟨ ⟩ ⟨ ⟩ ⟨ ⟩ ⟨ ⟩

preheat oven").





Evaluation using BLEU Scores



Manual Evaluation



Results



Results

Table 8: Scripts generated using SEQUENCE variant of GPT2 for novel scenarios. FT denotes 
output from the fine-tuned model and SIF refers to outputs from our framework applied to 
GPT2.



Strengths

● The use of Script Induction Framework (SIF)
● Language Model -Agnostic
● Comprehensive Evaluation



Weakness

● BLEU Metric Limitations
● Granularity Issues
● Generalization
● Paraphrase Handling



How it relates to Interactive Fiction/Story Generation

Story Generation:

● SIF can be used to create scripts for stories or games where events need to happen in a specific order. For 
example, in a game, the designer can input a scenario like "character exploring a dungeon," and SIF can 
generate events like "find a key," "unlock a door," "fight a monster."

Interactive Fiction:

● In interactive fiction, SIF can create event sequences based on player decisions, where players make choices 
that lead to different outcomes.
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