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Motivation

•Neural story generators often lose direction midway.

•Hard to make them end with a specific goal (like “two 
people marry”).

•Need a way to guide models without losing fluency.



Proposed methodology
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• The paper introduces a reward-shaping technique to 
guide the language model toward specific goals.

• This approach ensures controlled and coherent story 
progression.



Core Idea - Reward Shaping
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Train a Seq2Seq model and fine-tune it using policy gradient reinforcement learning.

Provide rewards for events that move the story closer to the goal.

Policy Gradient Update:

∇𝜃𝐽 𝜃 = 𝑅 𝑣𝑖+1 ∇𝜃 log𝑃 𝑒𝑖+1 ∣ 𝑒𝑖𝜃

where 𝑅 𝑣𝑖+1 is the reward for the next verb and 𝑃 𝑒𝑖+1 ∣ 𝑒𝑖𝜃 is the model’s predicted 
probability.



Each sentence is converted into an event tuple:

𝑒 = 𝑠 𝑣 𝑜 𝑚

where:
𝑠= subject 𝑣 = verb 𝑜 = object 𝑚 = modifier

Example:
“Barbara fought with Alexander.” → (Barbara, fought, Alexander)

Event Representation
6



Reward Function
Dense rewards encourage gradual progress toward the goal.

• Distance Reward:

𝑟1 𝑣 = log ෍

s ∈ Sv,g

𝑙𝑠 − 𝑑𝑠 𝑣 𝑔

• Frequency Reward:

𝑟2 𝑣 = log
𝑘𝑣,𝑔

𝑁𝑣
• Final Reward:

𝑅 𝑣 = 𝛼 × 𝑟1 𝑣 × 𝑟2 𝑣

Rewards verbs that appear close to and frequently before the goal verb.



Verb Clustering
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• Verbs are grouped using Jenks Natural Breaks based on their reward values.

• The model’s output verb is limited to the next cluster, ensuring smoother narrative 
progression.

• Prevents the model from jumping directly to the target event.



Model Setup
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Encoder–Decoder LSTM (1024 hidden units)

Batch size: 64 Pretraining: 200 epochs RL fine-tuning: 200 epochs

Model Description

Seq2Seq Baseline event2event model

DRL-Unrestricted RL without verb clustering

DRL-Clustered
RL with reward shaping and verb 

clustering
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Dataset

• CMU Movie Summary Corpus (Bamman et al., 
2013)

• Clustered into 100 genres using Latent Dirichlet 

Allocation (LDA).

• Selected one cluster containing soap-opera–like

stories.

• Target verbs: admire and marry .

• 90% training data and 10% testing data.

• Focus: Romance-style plots and relationship-

driven stories.



✶ DRL-clustered achieves >93% goal 

completion, lowest perplexity and concise 
story length. proving reward shaping & 
clustering work.

✶ Perplexity drops drastically vs. baseline → 

model better matches corpus distribution.

✶ Slightly shorter stories → faster goal 

achievement without skipping coherence.

✶ Perplexity Formula:

Perplexity = 𝑒−
1
𝑁
σ𝑖 log 𝑃 𝑥𝑖

Findings:
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Human 

Evaluation & 

Conclusions
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• 26 translators converted event sequences into readable sentences.

• 175 participants on Amazon Mechanical Turk rated 9 aspects (1–5 
scale): grammar, order, coherence, enjoyment, etc.

• Compared results for Testing Corpus, Seq2Seq and DRL models.

• Analysis used one-way ANOVA with Tukey HSD post-test.

Human Evaluation
13



Key Findings

DRL model scored highest for:
Plausible Order (p < 0.05)
Single Plot Coherence (p < 0.05)

Overall Quality (p < 0.01)

No degradation in grammar, repetition, or enjoyment.
Testing corpus rated highest for Soap Opera style (genre fidelity).
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Strengths:

• Strong results

• Good Human Evaluation

Weaknesses:

• Limited Control

• Narrow Testing

Strengths and Weaknesses
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THANKS!

DO YOU HAVE ANY QUESTIONS?
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