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Introduction

• ATOMIC, a large-scale knowledge graph of commonsense reasoning
• inferential knowledge through typed if-then relations
• Addresses the gap in machine commonsense for AI systems
• Aids in understanding causes, effects, and mental states related to 

everyday events



High-Level Summary

• 877K instances of inferential knowledge from 300K events
• Nine if-then reasoning types, including intents, reactions, needs, and 

attributes
• Taxonomy of relationships (If-Event-Then-Mental-State, If-Event-Then-

Event, If-Event-Then-Persona)
• Multitask learning approaches for inference generation
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Reasoning Types



Nine Inferential Dimensions
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Single vs. Multitask Learning

• 9ENC9DEC
• EVENT2(IN)VOLUNTARY
• EVENT2PERSONX/Y
• EVENT2PRE/POST



BLEU Scores



Human Evaluation



Strengths

• Focuses on inferential knowledge, unlike taxonomic datasets
• Largest dataset of its kind, with validated human annotations.
• Enables AI systems to predict plausible causes, effects, and 

motivations for unseen events.



Weaknesses 

• Crowdsourced data might include biases or noise, despite validation.
• Focuses mainly on single-step inferences and lacks multi-turn 

reasoning for complex narratives.
• While innovative, there is minimal overlap with datasets like 

ConceptNet (~7%), raising integration questions.



Story Generation and Interactive Fiction

• Story Generation:
• Use ATOMIC to model characters’ motivations, actions, and consequences 

dynamically.
• Enhance plot consistency through plausible event sequences.

• Interactive Fiction:
• Implement character-driven decision-making (e.g., emotional reactions or 

needs).
• Enable AI to adapt storylines based on player actions.

• Future Use Cases:
• Dynamic branching narratives where NPCs’ actions/reactions feel realistic.
• Building richer character backstories by inferring unstated motivations.



Example Application

• Scenario:
• Player chooses to “save an NPC.”
• Using ATOMIC:

• Predict NPC’s gratitude or next steps (e.g., offering a reward).
• Generate subsequent events influenced by inferred motives (e.g., NPC accompanies the 

player).

• Interactive Fiction Enhancement:
• Enables more immersive storytelling by modeling plausible cause-effect 

relationships.
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