
Guided Story Generation
Lara J.  Martin (she/they)

https://laramartin.net/interactive -fiction-class

9/30/2025 GUIDED STORY GENERATION 1

https://laramartin.net/interactive-fiction-class
https://laramartin.net/interactive-fiction-class
https://laramartin.net/interactive-fiction-class
https://laramartin.net/interactive-fiction-class
https://laramartin.net/interactive-fiction-class


Learning Objectives
Appraise different ways people have extracted “plots” from stories

Appraise different ways people have used script/plot-like structures to guide 
text generation

Consider how a guided system would work with transformers

Compare and contrast old guided story systems

Define the Story Cloze Test and determine its place in guided story generation
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Review: Levels of Information

The story begins with the droogs sitting in their favourite 
hangout, the Korova Milk Bar, and drinking "milk-plus" – 
a beverage consisting of milk laced with the customer's 
drug of choice – to prepare for a night of ultra-violence.

‘What’s it going to be then, eh?’

There was me, that is Alex, and my three droogs, that is Pete, Georgie, 
and Dim, Dim being really dim, and we sat in the Korova Milkbar making 
up our rassoodocks what to do with the evening, a flip dark chill winter 
bastard though dry. The Korova Milkbar was a milk-plus mesto, and you 
may, O my brothers, have forgotten what these mestos were like, things 
changing so skorry these days and everybody very quick to forget, 
newspapers not being read much neither. Well, what they sold there was 
milk plus something else. They had no licence for selling liquor, but there 
was no law yet against prodding some of the new veshches which they 
used to put into the old moloko, so you could peet it with vellocet or 
synthemesc or drencrom or one or two other veshches which would give 
you a nice quiet horror-show fifteen minutes admiring Bog and All His 
Holy Angels and Saints in your left shoe with lights nursing all over your 
mozg. …

3

Text from A Clockwork Orange by Anthony Burgess

Summary from Wikipedia

Alex begins his narrative from the Korova, where the 
boys sit around drinking. 

Summary from SparkNotes.com
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Review: What are procedures?
• A procedure is “a series of actions conducted in a certain order or manner,” as 
defined by Oxford 

• A more refined definition: “a series of steps happening to achieve some goal[1]”
• Why?

• Examples of procedures: instructions (recipes, manuals, navigation info, how-to 
guide), algorithm, scientific processes, etc.
• We focus on instructions, which is human-centered and task-oriented

• Examples of non-procedures: news articles, novels, descriptions, etc.
• Those are often narrative: events do not have a specific goal

•The umbrella term is script[2]

[1] (Momouchi, 1980) [2] (Schank, 1977)9/30/2025 GUIDED STORY GENERATION 4



This work* answers the questions…
How well can LLMs reason about the steps of a procedure?

How can we combine procedures to create new scripts?

How can procedures help us do intent detection?

How can LLMs expand procedures to show more detailed steps?
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* Work by Li “Harry” Zhang and Qing “Veronica” Lyu, and others



Review: 
Testing LLM Knowledge of Procedures

•  Task #1 Goal Inference: Given a goal, choose the most likely step out of 4 candidates.
• Input: “How to prevent coronavirus”

• Choices: Wash your hands? Wash your cat? Clap your hands? Eat your protein?

•  Task #2 Step Inference: Given a step, choose the most likely goal out of 4 candidates.
• Input: “Blink repeatedly.” 

• Choices: Handle Pepper Spray in Your Eyes? Relax Your Eyes? Draw Eyes? Diagnose Pink Eye?

•  Task #3 Step Ordering: Given a goal and two unordered steps, determine which comes 
first.
• Input: 

Goal: How to Act After Getting Arrested. 

Step (a): Get a lawyer.    Step (b): Request bond from the judge
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Review: Combining Procedures
• Models can infer goals, steps, and ordering in existing procedures. Can we go one step further?

• Creating new procedures:
 
 If you know 

                                 and

can you infer

          ?

• This is commonsense knowledge to humans; do language models have it?

how to make a banana cake how to make an apple pie

how to make a banana pie
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Crowdsourcing Evaluation
Asking “the crowd”

Evaluating on various metrics
• “Correctness”: len(edited script) / len(predicted script)

•  “Completeness”: len(edited script) / len(gold script)

•  “Orderliness”: Kendall’s Tau of steps in the edited script
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Review: Intent Detection
▪ Task-oriented dialog systems needs to match 
an utterance to an intent, before making 
informed responses

▪ Sentence classification task

▪  Given an utterance, and some candidate 
intents

▪  Choose the correct intent

▪  Evaluated by accuracy

Intent: Check Flight Price

Example from Snips (Coucke et al., 2018)
Utterance: “Find the schedule at Star Theatres.”
Candidate intents: Add to Playlist, Rate Book, Book Restaurant, 
Get Weather, Play Music, Search Creative Work, Search Screening Event 

What’s the cheapest business class 
flight tomorrow to Shenzhen?

It is $2800 with XX airlines at 14:30.
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https://aclanthology.org/2020.aacl-main.35/
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Review: Procedures are Hierarchical
▪ An event can simultaneously be a goal of one 
procedure, and a step in another

▪ A procedural hierarchy… So what?

▪  Can “explain in more details” by expansion

▪  Can shed light on event granularity (why?)

▪ How do you build such hierarchy?
▪  To “host a party”, I need to “clean the floor”; to 

“clean the floor”, I need to do what?
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https://aclanthology.org/2022.acl-long.214/
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Review: LLMs as Evaluators
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Review:
Agreement with Human Judgements
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Review:
Potential Ways to Use Procedures in IF

•Infer likely steps given a goal (c.f. our goal-step relation work)
• If a user decides to “conquer a dragon”, they need to “buy potions”, “level up”, “get 

equipment”, “swing the sword”, etc.; they won’t need to “get a PhD”, “play music”, etc.

•Reason about entity states
• If a user “uses a key to open a door”, the key would remain intact, but the door changes from 

“locked” to “unlocked”, both of which are implicit (c.f. Tandon et al., 2020)

• If a user “throws away the only key they have”, they would have 0 keys. (c.f. Li et al., 2021)

•Use procedures as scaffolding of the story 
• Language models tend to hallucinate given too much freedom

• Instead, use procedures to guide them
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Scripts, Procedures, and Plots…oh my!
There are multiple ways of tying 
together events
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Scripts, Procedures, and Plots…oh my!
Schank & Abelson believe that everyone 
has scripts in their heads built from 
common experiences
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Scripts, Procedures, and Plots…oh my!
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Scripts

Procedures
Plot/Plot 

Graph

Goal Narrative

(Rough Dichotomy)



Scripts, Procedures, and Plots…oh my!
Schank & Abelson believe that everyone 
has scripts in their heads built from 
common experiences

Authors often plan out plots before they 
write stories
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Scripts, Procedures, and Plots…oh my!
Schank & Abelson believe that everyone 
has scripts in their heads built from 
common experiences

Authors often plan out plots before they 
write stories

Stories that aren’t planned out either 
have to “reincorporate”[1] ideas or the 
stories feel unfinished
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[1] The idea of reincorporation is explored in the book Impro by Keith Johnstone
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https://www.amazon.com/Impro-Improvisation-Theatre-Keith-Johnstone/dp/0878301178
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Extracting Plots
Carrie had just learned how to ride a bike. She didn’t have a bike of her 
own. Carrie would sneak rides on her sister’s bike. She got nervous on a 
hill and crashed into a wall. The bike frame bent and Carrie got a deep 
gash on her leg.

Carrie→bike→sneak→nervous→leg

209/30/2025 GUIDED STORY GENERATION
Yao, L., Peng, N., Weischedel, R., Knight, K., Zhao, D., & Yan, R. (2019). Plan-And-Write: Towards Better Automatic Storytelling. AAAI Conference on Artificial 
Intelligence (AAAI), 33(1), 7378–7385. https://aaai.org/ojs/index.php/AAAI/article/view/4726



Plan-and-Write Overview
Extracted most important word from each 
sentence using RAKE algorithm (keyword 
extraction) to create a storyline (aka plot)

Used storyline as input to plan out stories

Dynamic generation → using storyline and 
sentences to inform each other

Static generation → plan ahead and then 
generate

219/30/2025 GUIDED STORY GENERATION
Yao, L., Peng, N., Weischedel, R., Knight, K., Zhao, D., & Yan, R. (2019). Plan-And-Write: Towards Better Automatic Storytelling. AAAI Conference on Artificial 
Intelligence (AAAI), 33(1), 7378–7385. https://aaai.org/ojs/index.php/AAAI/article/view/4726



Plan-and-Write System
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Examples
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Which story would you 
consider better?



Plan, Write, and Revise

249/30/2025 GUIDED STORY GENERATIONGoldfarb-Tarrant, S., Feng, H., & Peng, N. (2019). Plan, Write, and Revise: an Interactive System for Open-Domain Story Generation. Conference of the 
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Plan, Write, and Revise
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Think-Pair-Share
Plan, Write, and Revise was written in 2019. How might you “update” this work? 
Does it need to be updated?

269/30/2025 GUIDED STORY GENERATIONGoldfarb-Tarrant, S., Feng, H., & Peng, N. (2019). Plan, Write, and Revise: an Interactive System for Open-Domain Story Generation. Conference of the 
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Re3
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Processing (EMNLP), Abu Dhabi, United Arab Emirates: Association for Computational Linguistics, Dec. 2022, pp. 4393–4479. doi: 10.18653/v1/2022.emnlp-main.296.
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PlotMachines
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Story Realization
Extract events from stories
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Review: 
Probabilistic Event Representation
From sentence, extract event representation:

(subject, verb, direct object, modifier, preposition)

Original sentence: yoda uses the force to take apart the platform 

Events:
◦ yoda use force Ø Ø
◦ yoda take_apart platform Ø Ø

Generalized Events:

  <PERSON>0 fit-54.3 power.n.01 Ø Ø

  <PERSON>0 destroy-44 surface.n.01 Ø Ø
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Story Realization
Extract events from stories

Generate the plot using a seq2seq network

Use an ensemble of methods to find the 
best sentence given an event

Get a confidence score from each model, 
and accept the sentence if it’s above a 
threshold
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Balance of Meaning and Interestingness
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Story Realization: Cascading Ensemble
RetEdit

Sentence Templates

Monte Carlo Beam Search

Finite State Machine Constrained Beams

Seq2Seq (Greedy Decoding)
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RetEdit
Retrieve: Map event to its closest sentence and retrieve that

Edit:
◦ Seq2seq with attention and copying (Gu et al., 2016)

◦ Takes the retrieved sentence and the original input event, then edits

Confidence score: proportional to 1 – retrieval distance
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Sentence Templates
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Monte Carlo Beam Search

37

Beams weighted to favor
tokens in input

Weights learned at
validation
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Finite State Machine Constrained Beams
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Examples
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End-to-End Examples
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1) Extract Semantic Relationships
Use discourse representation structure (DRS) parser to get semantic 
relationships
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2) Create Story 
Graphs from 
Semantic 
Relationships

Story Graph: “edges […] 
between story verb 
nodes and story subject-
object nodes.”

Gandhi, S., & Harrison, B. (2019). Guided open story 
generation using probabilistic graphical models. 
International Conference on the Foundations of Digital 
Games (FDG), 1–7. 
https://doi.org/10.1145/3337722.3341871
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3) Create 
Goal Graph

Goal Graph: 
“relationship between 
author goals and story 
events”

Gandhi, S., & Harrison, B. (2019). Guided open story 
generation using probabilistic graphical models. 
International Conference on the Foundations of Digital 
Games (FDG), 1–7. 
https://doi.org/10.1145/3337722.3341871
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Using VIST for Stories

45

From VIST: Visual Storytelling Dataset (visionandlanguage.net)
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System Diagram

Gandhi, S., & Harrison, B. (2019). Guided open story generation using probabilistic graphical models. International Conference on the Foundations of Digital Games (FDG), 
1–7. https://doi.org/10.1145/3337722.3341871

Not neural!



Story Generation

47

Subject-Verb

Subject-Object
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How are these three 
systems similar?
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How do they differ?

499/30/2025 GUIDED STORY GENERATION



Ways of Extracting Plot Points
Most salient keywords

Event representations

Verb-Noun Sets
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Generating with Plot Points
Co-generated vs conditioned (prompted) with plot

Generate event & then translate to natural language

Graph algorithms (Loopy Belief Propagation)
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