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Learning Objectives

Appraise different ways people have extracted “plots” from stories

Appraise different ways people have used script/plot-like structures to guide
text generation

Consider how a guided system would work with transformers
Compare and contrast old guided story systems

Define the Story Cloze Test and determine its place in guided story generation
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Review: Levels of Information

‘What’s it going to be then, eh?’
The story begins with the droogs sitting in their favourite

There was me, that is Alex, and my three droogs, that is Pete, Georgie, hangout, the Korova Milk Bar, and drinking "milk-plus" —
and Dim, Dim being reaIIy dim, and we sat in the Korova Milkbar making a beverage consisting of milk laced with the customer's
up our rassoodocks what to do with the evening, a flip dark chill winter drug of choice — to prepare for a night of ultra-violence.
bastard though dry. The Korova Milkbar was a milk-plus mesto, and you

may, O my brothers, have forgotten what these mestos were like, things Summary from Wikipedia

changing so skorry these days and everybody very quick to forget,
newspapers not being read much neither. Well, what they sold there was
milk plus something else. They had no licence for selling liquor, but there
was no law yet against prodding some of the new veshches which they
used to put into the old moloko, so you could peet it with vellocet or
synthemesc or drencrom or one or two other veshches which would give
you a nice quiet horror-show fifteen minutes admiring Bog and All His boys sit around drinking.
Holy Angels and Saints in your left shoe with lights nursing all over your
mozg. ...

Alex begins his narrative from the Korova, where the

Summary from SparkNotes.com

Text from A Clockwork Orange by Anthony Burgess
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Review: What are procedures?

* A procedure is “a series of actions conducted in a certain order or manner,” as
defined by Oxford

« A more refined definition: “a series of steps happening to achieve some goalll”
* Why?

* Examples of procedures: instructions (recipes, manuals, navigation info, how-to
guide), algorithm, scientific processes, etc.

* We focus on instructions, which is human-centered and task-oriented

* Examples of non-procedures: news articles, novels, descriptions, etc.
* Those are often narrative: events do not have a specific goal

*The umbrella term is script!?!

91302025  [1] (Momouchi, 1980) [2] (Schank, 1977)  Guibep sToRY GENERATION



This work™ answers the questions...

How well can LLMs reason about the steps of a procedure?

How can we combine procedures to create new scripts?
How can procedures help us do intent detection?

How can LLMs expand procedures to show more detailed steps?

* Work by Li “Harry” Zhang and Qing “Veronica” Lyu, and others
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Review:
Testing LLM Knowledge of Procedures

* Task #1 Goal Inference: Given a goal, choose the most likely step out of 4 candidates.
* Input: “How to prevent coronavirus”

* Choices: Wash your hands? Wash your cat? Clap your hands? Eat your protein?

* Task #2 Step Inference: Given a step, choose the most likely goal out of 4 candidates.
* Input: “Blink repeatedly.”

* Choices: Handle Pepper Spray in Your Eyes? Relax Your Eyes? Draw Eyes? Diagnose Pink Eye?

* Task #3 Step Ordering: Given a goal and two unordered steps, determine which comes
first.

° Input:
Goal: How to Act After Getting Arrested.
Step (a): Get a lawyer. Step (b): Request bond from the judge

(Zhang et al., EMNLP 2020)


https://aclanthology.org/2020.emnlp-main.374/
https://aclanthology.org/2020.emnlp-main.374/

Review: Combining Procedures

* Models can infer goals, steps, and ordering in existing procedures. Can we go one step further?

* Creating new procedures:

If you know

[ how to make an apple pie ] and [ how to make a banana cake ]

can you infer

[ how to make a banana pie ] ?

* This is commonsense knowledge to humans; do language models have it?

(Lyu et al., INLG 2021) 7
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https://aclanthology.org/2021.inlg-1.19/
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Crowdsourcing Evaluation

Asking “the crowd”

Evaluating on various metrics
* “Correctness”: len(edited script) / len(predicted script)
* “Completeness”: len(edited script) / len(gold script)
* “Orderliness”: Kendall’s Tau of steps in the edited script

Correctness Completeness
m retrieval m generation m retrieval m generation
1.00 1.00

0.75 0.75

0.50
0.25

0.00

en fr zh jp ko hi en fr zh jp ko hi
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Review: Intent Detection

= Task-oriented dialog systems needs to match o te o e |
an utterance to an intent, before making at s the cheapest business class
flight tomorrow to Shenzhen?

informed responses

= Sentence classification task -
= Given an utterance, and some candidate Intent: Check Flight Price
(@)

intents ]
= Choose the correct intent oo
= Evaluated by accuracy [It is $2800 with XX airlines at 14:30. ]7 a

Example from Snips (Coucke et al., 2018)

Utterance: “Find the schedule at Star Theatres.”

Candidate intents: Add to Playlist, Rate Book, Book Restaurant,

Get Weather, Play Music, Search Creative Work, Search Screening Event

(Zhang et al., AACL 2020) 9
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https://aclanthology.org/2020.aacl-main.35/

Review: Procedures are Hierarchical

= An event can simultaneously be a goal of one Host a party
procedure, and a step in another I

v
= A procedural hierarchy... So what? " Clean the floor Make food
= Can “explain in more details” by expansion l‘_glfl i ul clothles Vactum
= Can shed light on event granularity (why?) S ; g
* How do you build such hierarchy? l—h m 5 IRN
= To “host a party”, | need to “clean the floor”; to l-T_l s 8 m Y
“clean the floor”, | need to do what? l_l_ll_l_l l_l_l

(Zhou et al., ACL 2022)


https://aclanthology.org/2022.acl-long.214/
https://aclanthology.org/2022.acl-long.214/
https://aclanthology.org/2022.acl-long.214/

Review: LLMs as Evaluators

@ Task: How to open a can with a spoon?

LLM A’s Answer: Lever Method ' pg No missing steps
1 1. Hold the Spoon: Grip the spoon handle in your hand |1 No Redundant Steps
: 2. Position the Spoon: Place the tip of the spoon [ § No Duplicate Steps
.C;g;nsf the inner edge of the can lid. ¥ Executable

ove Around: Rotate slightly and repeat pressing & Satisfy Constraint
to create a series of small dents around the lid. @ Complete Goal
Press Down: Apply pressure on the spoon tip to 1 Order Correct

1 create a small dent in the lid. Sequence error!
; ‘ //A Commonsense
Missing steps: 5. Insert the spoon tip into the

(]
Céenrs and usefrasaleuer Jopry 1 fhe hd open._ _" / Execufe
--------------------‘

LLM B’s Answer: Scrgpe Method ABSEvaI
l1 Hold the Knife: Grip .% Obey Consrrdmf' " Answer Synthesize

2 Position the Spoon: Place the edge of the knife
' agamsr the inner lip of the can lid. Redundant!y ©& :o r:i:sing stegs
1 3. Scrape: Start scraping back and fort f . Mo xecuncent Shens

w:th the knife along the inner lip to weaken the m fah | NeDupiicate Stéps
s Y Executable

& Satisfy Constraint
@ complete Goal
& Order Correct

1

1 circumference of the lid until the metal becomes thin.,
5 Pry Open: Once the lid is thin, insert the knife tip '
. and pry open the lid %

(Liang et al., EMINLP 2024)
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Review:
Agreement with Human Judgements

No Missing
Steps

1.0
Step : No Redundant

Complete

1 No Duplicate
Script

Steps

—o— With gold answer
—+~— Without gold answer

Satisfy
Constraint Executable

Figure 4: Comparing the consistency of evaluation re-
sults with human assessments when directly using LLM
for evaluation, with and without providing an answer.

(Liang et al., EMINLP 2024)
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Review:
Potential Ways to Use Procedures in IF

*Infer likely steps given a goal (c.f. our goal-step relation work)
* |f a user decides to “conquer a dragon”, they need to “buy potions”, “level up”, “get

n

equipment”, “swing the sword”, etc.; they won’t need to “get a PhD”, “play music”, etc.

*Reason about entity states

* If a user “uses a key to open a door”, the key would remain intact, but the door changes from
“locked” to “unlocked”, both of which are implicit (c.f. Tandon et al., 2020)

* If a user “throws away the only key they have”, they would have 0 keys. (c.f. Li et al., 2021)

*Use procedures as scaffolding of the story
* Language models tend to hallucinate given too much freedom

* Instead, use procedures to guide them
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Scripts, Procedures, and Plots...oh my!

There are multiple ways of tying
together events




Scripts, Procedures, and Plots...oh my!

Schank & Abelson believe that everyone
Menu on
table

has scripts in their heads built from
common experiences

Customer
asks for

specials

Waitstaff
brings
menu

)

Customer
asks for
menu

Customer
orders

Customer
picks menu
item

Waitstaff
writes down
order
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Scripts, Procedures, and Plots...oh my!

Menu on
table

Customer
asks for
specials

‘ Waitstaff

Customer brings
asks for menu
menu

Narrative

Customer
picks menu
item

Plot/Plot

Customer

Procedures

G a ph orders
Waitstaff
I writes down
(Rough Dichotomy) es o
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Scripts, Procedures, and Plots...oh my!

Schank & Abelson believe that everyone
has scripts in their heads built from
common experiences

Authors often plan out plots before they
write stories

Plot Plot Plot
point point point
1 2 3

Dtory
Plot Map

Rising
Action
7Zhis includes the
events leading up to

the main problem or
conflict.

Background
Jhis includes the
introduction of
characters and
setting.

Climax

7his is when the problem
reaches a high point!

Falling
Action

7his is when the
characters work to
solve the problem
or conflict.

2nd Setback

1st Detback
Resolution
Jhis is how
Inciting Insident things end up
in the story.

https://i.pinimg.com/736x/57/f7/03/57f703afc709080bddc2c3cfed8dd061.jpg
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Scripts, Procedures, and Plots...oh my!

Schank & Abelson believe that everyone
has scripts in their heads built from
common experiences

Authors often plan out plots before they
write stories

. _ Plot Plot Plot
Stories that aren’t planned out either point point point
have to “reincorporate”[1] ideas or the 1 2 3

“—

stories feel unfinished

[1] The idea of reincorporation is explored in the book Impro by Keith Johnstone
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Plan-and-Write: Towards Better Automatic Storytelling

Lili Yao,"** Nanyun Peng,”* Ralph Weischedel,” Kevin Knight,” Dongyan Zhao,' Rui Yan''
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Abstract Title (Given) | The Bike Accident
Storyline Carrie — hike — sneak — nervous —
Automatic storytelling is challenging since it reguires gener- {Extracted) leg
ating long, coherent natural language (o describes a sensible Story Carrie had just leamed how o ride a
sequence of events. Despite considerable efforts on automatic (Human bike. She didn’t have a hike of her
story generation in the past, prior work either is restricted in Written) own. Carrie would sneak rides on her

plot planning, or can only generate stories in a narrow do-
main. In this paper, we explore open-domain story genera-
tion that writes stories given a ttle (fopic) as inpul. We pro-
pose a plan-and-wrife hierarchical generation framework that

sister's bike. She got nervous on a
hill and crashed into a wall. The bike
frame bent and Carrie got a deep gash

. : on her leg.

first plans a storyline, and then generates a story based on the —

storyline. We compare two planning strategies. The dyramic ] i i

schema interweaves story planning and its surface realization Table 1: An example of title, storyline and story in our sys-
in text, while the static schema plans out the entire storyline tem. A storyline is represented by an ordered list of words.

before penerating stories. Experiments show that with explicit
storyline planning, the generated stories are more diverse, co-
herent, and on topic than those generated without creating a
full plan, according to both automatic and human evaluations. and Young 2010), we propose to decompose story genera-
tion into two steps: 1) story planning which generates plots,
and 2) surface realization which composes natural language
Introduction text based on the plots. We propose a plan-and-write hier-
i ] ] S ] archical generation framework that combines plot planning
A narrative or story is anything which is told in the form and surface realization to generate stories from titles.
of a causallv/logicallv linked set of events involving some - i . : A

Yao, L., Peng, N., Weischedel, R., Knight, K., Zhao, D., & Yan, R. (2019). Plan-And-Write: Towards Better Automatic Storytelling. AAAI Conference on Artificial

Intelligence (AAAI), 33(1), 7378-7385. https://aaai.org/ojs/index.php/AAAI/articIe/view/4726




Extracting Plots

Carrie had just learned how to ride a bike. She didn’t have a bike of her
own. Carrie would sneak rides on her sister’s bike. She got nervous on a
hill and crashed into a wall. The bike frame bent and Carrie got a deep
gash on her leg.

Carrie—bike—sneak—nervous—leg

Yao, L., Peng, N., Weischedel, R., Knight, K., Zhao, D., & Yan, R. (2019). Plan-And-Write: Towards Better Automatic Storytelling. AAAI Conference on Artificial

Intelligence /AAAI), 33(1), 7378-7385. https://aaai.org/ojs/index.php/AAAI/articIe/view/4726



Plan-and-Write Overview

Extracted most important word from each L Loon L L
sentence using RAKE algorithm (keyword o
extraction) to create a storyline (aka plot)
Used storyline as input to plan out stories Tt
S S5 S3 Sa Sg
Dynamic generation = using storyline and (2) Dynamic schema work-flow.
sentences to inform each other SO SO N S, )
Static generation = plan ahead and then Tide ] h__’_?’O_"Q
generate = o0
-.S_]-___S_E.__ _IE.?;.___S;__TEE__

(b) Static schema work-flow.

Yao, L., Peng, N., Weischedel, R., Knight, K., Zhao, D., & Yan, R. (2019). Plan-And-Write: Towards Better Automatic Storytelling. AAAI Conference on Artificial

Intelligence /AAAI), 33(1), 7378-7385. https://aaai.org/ojs/index.php/AAAI/articIe/view/4726



Plan-and-Write System

Generated Story

4 2 )

Title Dyvnamic | Planning Writing Tina made
[ Spaghetti Sauce ]—Ir P—_—— C— —_— spaghem_ for
her boy friend.

------

— . —

Static %@—»{ Writing
-

Figure 1: An overview of our system.

Yao, L., Pen ., Weischedel, R., Knight, K., Zhao, D., & Yan, R. (2019). Plan-And-Write: Towards Better Automatic Storytelling. AAAI Conference on Artificial

g N
Intelligence /AAAI), 33(1), 7378-7385. https://aaai.org/ojs/index.php/AAAI/articIe/view/4726



Examples

Which story would you

consider better?

Title: Computer

Baseli Inc-S28 Tom’s computer broke down. He needed to buy a new computer. He decided to buy a new com-
aselines
puter. Tom bought a new computer. Tom was able to buy a new computer.
Cond-LM | The man bought a new computer. He went to the store. He bought a new computer. He bought
the computer. He installed the computer.
Dynamic Storyline | needed — money — computer — bought — happy |
Story John needed a computer for his birthday. He worked hard to earn money. John was able to buy his
computer. He went to the store and bought a computer. John was happy with his new computer.
Static Storyline | computer — slow — work — day — buy ‘ ‘ |
Story I have an old computer. It was very slow. I tried to work on 1t but it wouldn’t work. One day, 1

decided to buy a new one. | bought a new computer .

Yao, L., Pen

., Weischedel, R., Knight, K., Zhao, D., & Yan, R. (2019). Plan-And-Write: Towards Better Automatic Storytelling. AAAI Conference on Artificial

g N
Intelligence (AAAI), 33(1), 7378-7385. https://aaai.org/ojs/index.php/AAAI/articIe/view/4726



Plan, Write, and Revise

Web Interface

Topic

Configuration

Y

Storyline

Stones

’
= Storyli

Planner
L

Story
Writer

A

- System 1: N

. Title-to-Story )

System 2: )
. Plan-and-Write )

System 3:
Plan-and-Revise

J

Goldfarb-Tarrant, S., Feng, H., & Peng, N. (2019). Plan, Write, and Revise: an Interactive System for Open-Domain Story Generation. Conference of the

North American Chapter of the Association for Computational Linguistics (NAACL) Demo Track.



Plan, Write, and Revise

Interactine Advanted -

. . Title Storvline diversity (0.3-1.5);
weight lifting Generate ]
Story diversity (0,3-4.5); 1.2
culture shock Dedup: B Start  Reset
Maxlan:
Systen 2:
Storyiine | [ Swondine Syeton 5.0 3
Repid detugging mode:
weights -> saw -> decided impress -> struggled -> learned Clear  Suggest the MNext Phrase Clear | Suggest the Next Sentence  Generate a Story
vacation country tom went on vacation in & new country.
Title to Story Plan and Write Plan and Revise
i wanted to lose some tim was trying to lift sam was trying to lift wanted he wanted to try something new.
weight . weights. weights. ) acked ) . thathetiked
i decided to go on a diet . he saw an ad for a gym. he saw an ad for a gym. Iried food asked he tried a new kind of food.
alas , i lost my weight . he decided to impress he decided to impress ) ) .
i realized i needed to lose them. them. confusing it was confusing.
weight . he struggled to lift them. he struggled to do so. o o _
i decided to lose weight . tim learned how to lift he learned a lot about hilarious tom did n't know how to be polite.
weights, himseif,

You may edit tha storyline phrases at any tima. You may edit the story sentences at any time.

(a) cross-model interaction, comparing three models  (b) intra-model interaction, showing advanced options and an-

with advanced options to alter the storyline and story  notated with user interactions from an example study.
diversities.

Goldfarb-Tarrant, S., Feng, H., & Peng, N. (2019). Plan, Write, and Revise: an Interactive System for Open-Domain Story Generation. Conference of the

North American Chapter of the Association for Computational Linguistics (NAACL) Demo Track.



Think-Pair-Share

Plan, Write, and Revise was written in 2019. How might you “update” this work?
Does it need to be updated?

Auto

Imteractive Advamtid -
. . Title Storyline diversity (0.3-1.5):
waight lifting Generata
Story diversity (0.3-4.3); 1.2
culture shock Dedup: @ Start = Reset
Maxlan:
Systen 2:
[ Storyiine | [ Beorios Sywem 510 Sy |
Repid debugging mods:
weights -> saw -> decided impress -> struggled -= learned Clear  Suggest the Next Phrase Clear | Suggest the Next Sentence  Generate a Story
vacation country tom went on vacation in & new country.
Title to Story Plan and Write Plan and Revise
| wanted to lose some tim was trying to lift sam was trying to lift wanted he wanted to try something new.
weight . weights. weights. ) acked ) . thathatked
i decided to go on a diet . he saw an ad for a gym. he saw an ad for a gym. [ried food asked he tried & new kind of food.
alas , i lost my waight . he decided to imprass he dacided to imprass fusi . fusi
i reglized i needed to lose  them. thern. coniusing It was confusing.
weight . he struggled to lift them, he struggled to do so. o
i decided to lose weight . tim learned how to lift he learned a lot about hilarious

tom did n't know how to be polite.
weights, himseilf.

You may edit tha storyline phrases at any tima. You may edit tha story sentences at any time.

(a) cross-model interaction, comparing three models
with advanced options to alter the storyline and story
diversities.

(b) intra-model interaction, showing advanced options and an-
notated with user interactions from an example study.

Goldfarb-Tarrant, S., Feng, H., & Peng, N. (2019). Plan, Write, and Revise: an Interactive System for Open-Domain Story Generation. Conference of the

North American Chapter of the Association for Computational Linguistics (NAACL) Demo Track.



Figure 2: Illustration of Re

3
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Generating Longer Stories With Recursive Reprompting and Revision

Kevin Yang' Yuandong Tian®* Nanyun Peng® Dan Klein'
"UC Berkeley, *Meta Al *UCLA

plot (by 14% absolute increase), and relevant
Lo thee given initial premise (by 20%).

Introduction

_ ~ {yangk,klein}@berkeley. edu, yuandong@meta. com, violetpeng@es . ucla. edu
Fremise: & new law grad returns home
to start her career, but struggles
with the kbroken justice system.
r - - - ™y Absiract ==
S . Setting: The =tory iz =et in
L etting a small town in the United States=. We consider the problem of automatically gen-
o crating longer storics of over two thousand Plan Ganerate a setting, characters, and
4 ) ™ words.,  Compared o prior work on shorter autling by prompting 2 language model.
1. Character Portrait: stories, long-range plot coherence and rele-
h Liza Turner iz a ZZ-year-old woman. vance are more central challenges here. We Draft Wit story continuations by prompting ]
C aracters 2. Character Portrait: propose the Recursive R‘-"I-'“"“Pﬁ"l-.- and Re- based on the plan and pravious stary.
Pevton Turner s Liza's older sister vision framework (Re) to address these chal-
. vEoE = - o lenges by (a) prompiing a general-purpose lan- e o
- ~ guage madel o construct a structured overar- caherence and premiss ralavance.
Cutline the main plot points of the ching plan, and (b) generating story passages
story. by repeatedly injecting contextual information m Ed'tlxhc':‘d mﬁ"::::::::;‘“m'" }
1. Li T duat £ 1 from both the plan and current story state into Ernes ik
g oS SRS GEERHEEES SEEU L a language model prompt. We then revise by
Outline school. (c) reranking different continuations Tor plot m
2. She moves back to her hometown to coherence and premise relevance, and finally
start her Ccarssr. (l]} L'.-ll]tlllgcﬂl: best ﬂ.lll.]lll.-li.l.tl-(]:lll I:.I’ fa;lunl l.]_.l[l- ¥i 1: High-level iew of Re™.
3. 5She struggles with the reality of *‘"‘“‘"‘*L df"“'i]‘"“f‘i to :'J'"" - ";i: ""‘:]:“
; . EEICT ITCCLLY fromm Dhe saume Dise e, length increases limited primarily by evaluation
the broken justice system. P ) Bt : pn y by
b / I'“T,'m mf]u'mm‘]u_dﬂm substantially mm”_"'f rather than technical issues.! Generating stories
Re™s stories as having a coberent overarching

of such length faces qualitatively new challenges
compared to prior work on shorter stories. First, the
system must maintain a coherent overarching plot
over thousands of words. Given an initial premise,

language model to generate a setting, characters, and outline
based on the premise. Highlighting indicates generated text.

it should maintain relevance to this premise over
thousands of words as well. Additional challenges

include nreeerruatinn of narration etvle and svnidine

Gienerating long-term coherent stories is a long
standing challenge for artificial intelligence, requir

K. Yang, Y. Tian, N. Peng, and D. Klein, “Re3: Generating Longer Stories With Recursive Reprompting and Revision,” in Conference on Empirical Methods in Natural Language

Processing (EMNLP), Abu Dhabi, United Arab Emirates: Association for Computational Linguistics, Dec. 2022, pp. 4393-4479. doi: 10.18653/v1/2022.emnlp-main.296.
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Memory update (§3.4) Memory Attention Output Paragraph
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PLOTMACHINES:
Outline-Conditioned Generation with Dynamic Plot State Tracking

Hannah Rashkin', Asli Celikyilmaz®, Yejin Choi'*, Jianfeng Gao®
! Paul G. Allen School of Computer Science & Engineering, University of Washington
2 Microsoft Research, Redmond, WA, USA
3 Allen Institute for Artificial Intelligence, Seattle, WA, USA

{hrashkin, yejin}@cs.washington.edu, {aslicel, jfgao}@microsoft.com

Abstract

We propose the task of outline-conditioned
story generation: given an outline as a set of
phrases that describe key characters and events
to appear in a story, the task is to generate a
coherent narrative that is consistent with the
provided outline. This task is challenging as
the input only provides a rough sketch of the
plot, and thus, models need to generate a story
by interweaving the key points provided in the
outline. This requires the model to keep track
of the dynamic states of the latent plot, condi-
tioning on the input outline while generating
the full story. We present PLOTMACHINES,
a neural narrative model that learns to trans-
form an outline into a coherent story by track-
ing the dynamic plot states. In addition, we
enrich PLOTMACHINES with high-level dis-
course structure so that the model can learn
different writing styles corresponding to dif-
ferent parts of the narrative. Comprehensive
experiments over three fiction and non-fiction

H. Rashkin, A. Celikyilmaz, Y. Choi, and J. Gao, “PlotMachines: Outline-Conditioned Generation with Dynamic Plot State Tracking,” in Conference on Empirical Methods in
Natural Language Processing (EMNLP), Online: Association for Computational Linguistics, 2020, pp. 4274—4295. doi: 10.18653/v1/2020.emnlp-main.349.

@ big bird's birthday celebration
Story ® cookie monster eats
Outline ® roler skating rink
® big birthday cake
dynamics
P = pavagraph i

I:rm [outiine-conditioned Story Generation)]

P Itis Big Birct day. and he goes 0 the roller
skating rink wi ends.

T Back at Sesame Street, Maria and Susan take out the big
birthday cake and leave it on a table.

P Cookie Monster sees the cake, but nstead of eating it
and spoiing the party, he eats a char and other things all
over Sesame Street

™A  Big Bird and the other skaters retum to Sesame Street
and are shocked at what Cookie Monster ate, though the
cake s safe.
Gina and Count Von Count presents the cake 10 Big &

*$ It has 548 candies even though Big Bird is 6 years old.

= At the end, when Gina announces the sponsors, Cookle
Monster eats them along with his cake.

Figure 1: An outline (input) paired with a story (output)
from the Wikiplots training set. Plot elements from the
outline can appear and reappear non-linearly through-
out the plot, as shown in plot dynamics graph. Com-
posing stories from an outline requires keeping track
of how outline phrases have been used while writing.
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Prithviraj Ammanabrolu, Ethan Tien, Wesley Cheung,
Zhaochen Luo, William Ma, Lara J. Martin, Mark O. Riedl
School of Interactive Computing
Georgia Institute of Technology
{raj.ammanabrolu, etien, wcheung8, zluo, wma61, ljmartin, riedl } @ gatech.edu

Abstract

Neural network based approaches to automated story plot
generation attempt to learn how to generate novel plots from
a corpus of natural language plot summaries. Prior work has
shown that a semantic abstraction of sentences called events
improves neural plot generation and and allows one to de-
compose the problem into: (1) the generation of a sequence
of events (event-to-event) and (2) the transformation of these
events into natural language sentences (event-to-sentence).
However, typical neural language generation approaches to
event-to-sentence can ignore the event details and produce
grammatically-correct but semantically-unrelated sentences.
We present an ensemble-based model that generates natural
language guided by events. We provide results—including a
human subjects study—for a full end-to-end automated story
generation system showing that our method generates more
coherent and plausible stories than baseline approaches g7

1 Introduction

Automated story plot generation is the problem of creat-
ing a sequence of main plot points for a story in a given
domain. Generated plots must remain consistent across the
entire story, preserve long-term dependencies, and make

for explicit domain modeling beyond providing a corpus
of example stories. The primary pitfall of neural language
model approaches for story generation is that the space of
stories that can be generated is huge., which in turn, implies
that, in a textual story corpora, any given sentence will likely
only be seen once.

Martin et al. (2018) propose the use of a semantic abstrac-
tion called an event, reducing the sparsity in a dataset that
comes from an abundance of unique sentences. They define
an event to be a unit of a story that creates a change in the
story world’s state. Technically, an event is a tuple contain-
ing a subject. verb, direct object. and some additional dis-
ambiguation token(s).

The event representation enables the decomposition of
the plot generation task into two sub-problems: event-to-
event and event-to-sentence. Event-to-event is broadly the
problem of generating the sequence of events that together
comprise a plot. Models used to address this problem are
also responsible for maintaining plot coherence and consis-
tency. Once new events are generated, however, they are still
not human-readable. Thus the second sub-problem, event-
to-sentence, focuses on transforming these events into natu-
ral language sentences.

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & RiedI, M. O.)ZOZO). Story Realization: Expanding Plot Events into Sentences. AAA/

Conference on Artificial Intelligence (AAAI), 34(5), 7375—7382. https://ojs.aaai.org//index.php/AAAl/article/view/6232




Story Realization

Extract events from stories

john unwittingly unleashes an insidious pox

-
Fa
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rl
]
I
I

> evénlﬂ

&

<PERSON=0 = john
Contagious-disease.n.01 = pox

L J

event__,

&
#
&
&

male.n.02 spatial-configuration-47.6 = adopt-93

generalized
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He crumples and is about to be husk
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Review:
Probabilistic Event Representation

From sentence, extract event representation:

(subject, verb, direct object, modifier, preposition)

Original sentence: yoda uses the force to take apart the platform

Events:
> yoda use force @ @
> yoda take apart platform @ @

Generalized Events:
<PERSON>O fit-54.3 power.n.01 @ @
<PERSON>0 destroy-44 surface.n.01 @ @

Martin, Lara J., et al. "Event representations for automated story generation with deep neural nets.“ Thirty-Second AAAI Conference on Attificial Intelligence. 2018.
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Balance of Meaning and Interestingness

Sentence Finite State RetEdit Monte Carlo
Templates Machine Beams Beam Search

< Retaining Meaning More interesting >

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & RiedI, M. O.}ZOZO). Story Realization: Expanding Plot Events into Sentences. AAA/

Conference on Artificial Intelligence (AAAI), 34(5), 7375-7382. https://ojs.aaai.org//index.php/AAAl/article/view/6232



Story Realization: Cascading Ensemble

RetEdit

Sentence Templates
Monte Carlo Beam Search
Finite State Machine Constrained Beams

Seq2Seq (Greedy Decoding)

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & RiedI, M. O.}ZOZO). Story Realization: Expanding Plot Events into Sentences. AAA/

Conference on Artificial Intelligence (AAAI), 34(5), 7375-7382. https://ojs.aaai.org//index.php/AAAl/article/view/6232



RetEdit

Retrieve: Map event to its closest sentence and retrieve that

Edit:
> Seq2seq with attention and copying (Gu et al., 2016)
> Takes the retrieved sentence and the original input event, then edits

Confidence score: proportional to 1 — retrieval distance

Input Event RetEdit

(<PRP>, act-114-1- | <PRP> and
1, to, @, event.n.01) <PERSON>(0 move
to the event.n.01 of the
natural_object.n.01.

(<PERSON>2, <PERSON>2 sends
send-11.1, through, | <PERSON>6
<PERSON>6, through the

<LOCATION>1) <LOCATION>1.

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & RiedI, M. O.}ZOZO). Story Realization: Expanding Plot Events into Sentences. AAA/

Conference on Artificial Intelligence (AAAI), 34(5), 7375-7382. https://ojs.aaai.org//index.php/AAAl/article/view/6232



Sentence Templates

Input Event Templates
(<PRP>, act-114-1- | <PRP> act-114-1-1
1, to, @, event.n.01) | to event.n.01.

(<PERSON>2, The <PERSON>2 S—= NP v ( N P) ( PP)

send-11.1, through, | send-11.1 the

s s _sl{v [0 [p m]}

<LOCATION>1) through T i o
<LOCATION>1. PP i p NP

2. loss
sentence length

Confidence score: 1 -

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & RiedI, M. O.}ZOZO). Story Realization: Expanding Plot Events into Sentences. AAA/
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Monte Carlo Beam Search

Input Event Monte Carlo
(<PRP>, act-114-1- | <PRP> moves to .
1, to, @, event.n.01) the nearest natu- Beams weighted to favor

ral_object.n.01. tokens in input

lightsaber
(<PERSON>2, <PERSON>2 Weights learned at

send-11.1, through, | passes this un-
<PERSON>6, dercover in  the validation
<LOCATION>1) body _part.n.01 and

collapses.

Input Event: Rey, threw, lightsaber, the, @

Confidence Score: st = a#* 5,1+ (1 — a)* AVG(playout,)

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & RiedI, M. O.}ZOZO). Story Realization: Expanding Plot Events into Sentences. AAA/

Conference on Artificial Intelligence (AAAI), 34(5), 7375-7382. https://ojs.aaai.org//index.php/AAAl/article/view/6232



Finite State Machine Constrained Beams

Input Event FSM

(<PRP>, act-114-1- | physical_entity.n.01
1, to, @, event.n.01) move back to the
phenomenon.n.01 of
the craft.n.02... .
(<PERSON>2, & lightsaber
send-11.1, through,
<PERSON>6,
<LOCATION>1)

Input Event: Rey, threw, lightsaber, the, @

Confidence Score: Match at least 3 tokens in input

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & RiedI, M. O.}ZOZO). Story Realization: Expanding Plot Events into Sentences. AAA/

Conference on Artificial Intelligence (AAAI), 34(5), 7375-7382. https://ojs.aaai.org//index.php/AAAl/article/view/6232



Examples

Table 1: Event-to-sentence examples for each model. @ represents an empty parameter; <PRP> is a pronoun.

Input Event RetEdit Templates Monte Carlo FSM Gold Standard
(<PRP>, act-114-1- | <PRP> and | <PRP> act-114-1-1 | <PRP> moves to | physical_entity.nn.01 <PRP> move to the
1, to, @, event.n.01) <PERSON>0 move | toevent.n.0l. the nearest natu- | move back to the | event.n.0l.

to the event.n.01 of the ral_object.n.01. phenomenon.n.01 of

natural_object.n.01. the craft.n.02...
(<PERSON>2, <PERSON=>2 sends | The <PERSON>2 | <PERSON>2 %] In activity.n.01 to
send-11.1, through, | <PERSON>6 send-11.1 the | passes  this  un- avold <PRP> out.n.0l
<PERSON=6, through the | <PERSON=6 dercover 1n  the <PERSON>2 would trans-
<LOCATION>1) <LOCATION>1. through body_part.n.01 and port <PERSON>6 through

<LLOCATION>1. collapses. the <LOCATION>1.

Conference on Artificial Intelligence (AAAI), 34(5), 7375-7382. https://ojs.aaai.org/,

index.php/AAAl/article/view/6232

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & RiedI, M. O.}ZOZO). Story Realization: Expanding Plot Events into Sentences. AAA/



End-to-End Examples

Table 2: End-to-end pipeline examples on previously-unseen input data. The Event-to-Sentence model used is the full ensemble.

Sentences are generated using both the extracted and generated events.

Input Sent.

Extracted event

Generated Events (Event-to-
Event)

Generated Sentences (Event-to-Sentence)

Slot-filled Sentences

On Tatooine, (<ORG>0, (<PERSON>1, settle-36.1.2, | The <ORG>0 can not scan the vessel.n.02 | The Jabba the Hutt can not scan the
Jabba the Hutt | assessment-34.1, &, indicator.n.03, indicator.n.03 | of the <VESSEL>(0. <PERSON=>1 de- | bareboat of the Uss Lakota. O Yani
inspects the drone | @, vessel.n.02, | ) ; (music.n.0l, escape-51.1- | cides to be a little person.n.01 at the | decides to be a little mailer at the air-
barge recently | &) 1, from, @, @); (<PRP>, | structure.n.0l. the music.n.01 arrives. | dock. The Music arrives. She finds a
delivered to him. discover-84, to, run-51.3.2, | <PRP> finds a lonely person.n.01 on the | lonely mailer on the upper one of the
progenitor.n.01) upper one of the craft.n.02 which is not a | bareboat which is not a love letter but
personal_letter.n.01 but does not respond to | does not respond to hails.
hails .
Boba Fett has | (<PERSON>0, (<PERSON=>0, chase- | <PERSON>0 enters the bounty.n.04 and | Boba Fett enters the bounty and tells
just chased down | chase-51.6, @, | 51.6, to, magnitude.n.01, | tells <PRP>. <PERSON>0 attaches the | it. Boba Fett attaches the explosive
another bounty, a | bounty.n.04, @) ); (magnitude.n.01, | explosive.a.0l to the person.n.0l1 who is | to the peer who is trying to fix the
Rodian art dealer comprehend-87.2, off, | trying to fix the device.n.0l. the magni- | toy. The multiplicity doesn’t know
who sold fake craft.n.02, magnitude.n.01); | tude.n.0l doesn’t know the craft.n.02 off the | the bounty off the bounty. Dark Jedi
works to Gebbu (<PERSON>2, amuse- | craft.n.02. <PERSON>2 is surprised when | Lomi Plo is surprised when it learns
the Hutt. 31.1, off, a, @); | <PRP> learns that the person.n.01 is actu- | that the peer is actually Mrs Conners.
(<PERSON>2, discover-84, | ally <PERSON>7. <PERSON>2 sees the | Dark Jedi Lomi Plo sees the combi-

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z.

Ma, W., Martin, L. J., & Riedl, M. O.

off, change _of _integrity.n.01, &)

change _of_integrity.n.01 and tells <PRP>.

2020). Story Realization: Expanding Plot Events into Sentences. AAA/
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nation off the Orbs and tells them.



Guided Open Story Generation Using Probabilistic Graphical
Models
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ABSTRACT

In this work, we present an approach for performing computational
storytelling in open domain based on Author Goals. Author Goals
are constraints placed on a story event directed by the author of
the system. There are two challenges present in this type of story
generation: (1) automatically acquiring a model of story progression,
and (2) guiding the progress of story progression in light of different
goals. We propose a novel approach to story generation based on
probabilistic graphical models and Loopy Belief Propagation (LBP)
that addresses both of these problems. We show the applicability
of our technique through a case study on the Visual Storytelling
(VIST) 2017 dataset. We use image descriptions as author goals.
This empirical analysis suggests that our approach is able to utilize
goals information to better automatically generate stories.
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problem domain model [3, 5, 25]. This type of story generation is
sometimes called Closed Story Generation. While stories generated
in this way are often coherent, the space of possible stories that can
be generated is tightly coupled with the domain model. In order to
generate different types of stories, a new domain model must be
authored, which is often a time consuming task.

Open Story Generation seeks to address this limitation by enabling
stories to be told in any conceivable domain through the use of
machine learning. The goal is to use these systems to tell a variety
of stories without the need for re-learning specific domain models.

One limitation of open story generation systems is that, due to
the complexity of the models used for training, it can be difficult to
encode specific author goals into the story generation process. To
address this limitation of open story generation systems, we pro-
pose a new framework that can reason about the overall structure
of a story as well as how to incorporate author goals into the story
generation process. This system enables many different types of
stories to be generated based on these author goals without needing
to retrain or re-learn a domain model.

In this paper, we use a novel approach for open story generation
based on probabilistic graphical models. This gives us an enhanced
ability to reason about story structure when compared to neural-
based approaches. There are also several ways to perform inference
over these structures including MCMC sampling and reinforce-
ment learning, but we choose to model story structure and author
goals using bipartite graphs and perform inference over them using
Loopy Belief Propagation (LBP). We use LBP rather than MCMC or
reinforcement learning because the latter approaches often require
a large amount of data to perform inference which may not be
readily available in practice.

Gandhi, S., & Harrison, B. (2019). Guided open story generation using probabilistic graphical models. International Conference on the Foundations of Digital Games (FDG),

1-7. https://doi.org/10.1145/3337722.3341871




1) Extract Semantic Relationships

Use discourse representation structure (DRS) parser to get semantic

relationships

The younp couple sat down to have a dirmer with family
They had a lwge meal

Then tey all eajpoved desert.

After that, they went out for a pight oa the town.

The couple had soch afin fime

Story

J—{DRS Parscrk

Couple —Sit \
Dinner = Have
Family

They — —  fave
Meal —

They ————_ .

- __'—\_—_..._Eu -
Desert— 193
They— |
Night ~Go
Town
Dmner—___

Couple __=Have

QMly —

/

Events

Figure 1: Event Representation using DRS Parser. Note that the words without edges are removed while forming the graphs.

Gandhi, S., & Harrison, B. (2019). Guided open story generation using probabilistic graphical models. International Conference on the Foundations of Digital Games (FDG),

1-7. https://doi.org/10.1145/3337722.3341871




2) Create Story
Graphs from
Semantic
Relationships

Story Graph: “edges [...]
between story verb
nodes and story subject-
object nodes.”

Gandhi, S., & Harrison, B. (2019). Guided open story
generation using probabilistic graphical models.
International Conference on the Foundations of Digital
Games (FDG), 1-7.
https://doi.org/10.1145/3337722.3341871

9/30/2025

Verb Nodes Subject-Object Nodes

Instance of a Story Graph

Figure 2: Story graph example. By adding the events gener-
ated in Figure 1, we get this instance of a graph.
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Figure 4: Evaluation Intricacies. Shown are two examples of
Gandhi, S., & Harrison, B. (2019). Guided open story . . .
e LaE prek el mErs e med e, generated action verbs and subject-action words from the
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Using VIST for Stories

Example Generated Story

1 2 3 B 5

The dog was ready to go. He had a great time onthe = And was very happy to be in  His mom was so proud of It was a beautiful day for
hike. the field. him. him.

Photos by kameraschwein / CC BY-NC-ND 2.0

From VIST: Visual Storytelling Dataset (visionandlanguage.net)

T.-H. Huang et al., “Visual Storytelling,” in Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies (NAACL), San Diego,

California: Association for Computational Linguistics, Jun. 2016, pp. 1233-1239. Available: https://aclanthology.org/N16-1147



http://visionandlanguage.net/VIST/
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Stories and Goals

Knowledge N Knowledge
Representation H DRS Parser Representation

Goal Nodes Last event nodes
Goals Graph Story Graph

)[ Loopy Belief Propagation [€
[ New event nodes

Not neural! : /
P e
. Events to Sentence I
| Convereter :

________ e —
v

New goal-based story

Gandhi, S., & Harrison, B. (2019). Guided open story generation using probabilistic graphical models. International Conference on the Foundations of Digital Games (FDG),
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Story Generation

Stories and Goals

ALGORITHM 1: Story generation algorithm

Data: Story Graph, Goal Graph
Result: Story S

for event; «— 1 :ndo

if CG! = ParseCurrentGoal() then
| CG = ParseCurrentGoal()

end
Initial SVN = LBPInfer(StoryGraph, SSON;_1)
Subject-Verb SVN; = LBPInfer(GoalGraph, Initial SVN,CG)

Subject-Object SSON; = LBPInfer(StoryGraph, SV Nj)
S+ = GetEvent(SVN;, SSON;)

end

Gandhi, S., & Harrison, B. (2019). Guided open story generation using probabilistic graphical models. International Conference on the Foundations of Digital Games (FDG),

New goal-based story

iz
o Story Graph

1-7. https://doi.org/10.1145/3337722.3341871



Title

Spaghetti Sauce |—»

How are these three

Figure 1: An overview of our system.
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Title

Spaghetti Sauce |—»
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Static

Figure 1: An overview of our system.
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Ways of Extracting Plot Points

Most salient keywords

Event representations

Verb-Noun Sets




Generating with Plot Points

Co-generated vs conditioned (prompted) with plot

Generate event & then translate to natural language

Graph algorithms (Loopy Belief Propagation)

9/30/2025 GUIDED STORY GENERATION
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