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Learning Objectives
Define the Story Cloze Test and determine its place in guided story generation

Understand the reasons why RAG was created

Explore how the retrieval component interacts with the LLM in RAG

Extract implementation details from papers and find different ways RAG is 
implemented

Compare plot-guided generation to retrieval-augmented generation for stories
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Review:
Scripts, Procedures, and Plots…oh my!
Schank & Abelson believe that everyone 
has scripts in their heads built from 
common experiences

Authors often plan out plots before they 
write stories
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Review:
Scripts, Procedures, and Plots…oh my!
Schank & Abelson believe that everyone 
has scripts in their heads built from 
common experiences

Authors often plan out plots before they 
write stories

Stories that aren’t planned out either 
have to “reincorporate”[1] ideas or the 
stories feel unfinished
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[1] The idea of reincorporation is explored in the book Impro by Keith Johnstone
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https://www.amazon.com/Impro-Improvisation-Theatre-Keith-Johnstone/dp/0878301178


Review: Ways of Extracting Plot Points
Most salient keywords

Event representations

Verb-Noun Sets
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Review: Generating with Plot Points
Co-generated vs conditioned (prompted) with plot

Generate event & then translate to natural language

Graph algorithms (Loopy Belief Propagation)
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The Story Cloze Test
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What is a Cloze Test?
▪ Something is removed from a text; try to guess what’s missing 

▪ Used for reading comprehension, grammar, etc. (with humans)
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Narrative Cloze Test
Evaluate “event relatedness”

Find which events could be missing from a narrative chain

Uses verbs only
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N. Chambers and D. Jurafsky, “Unsupervised Learning of Narrative Event Chains,” in Annual Meeting of the Association for Computational Linguistics: Human Language 
Technologies (ACL-HLT), 2008, pp. 789–797, doi: 10.1.1.143.1555.



Narrative Cloze Test

10

X pleaded _

X admits _

_ convicted X
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Human Language Technologies (ACL-HLT), 2008, pp. 789–797, doi: 10.1.1.143.1555.



Finish the story
Gina was worried the cookie dough in the tube would be gross.

She was very happy to find she was wrong.

The cookies from the tube were as good as from scratch.

Gina intended to only eat 2 cookies and save the rest.

A. Gina liked the cookies so much she ate them all in one sitting.

B. Gina gave the cookies away at her church.
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Mostafazadeh, N., Chambers, N., He, X., Parikh, D., Batra, D., Vanderwende, L., Kohli, P., & Allen, J. (2016). A Corpus and Cloze Evaluation for Deeper Understanding of 
Commonsense Stories. Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies (NAACL-HLT), 839–849. 
http://www.aclweb.org/anthology/N16-1098



Story Cloze Test
Predict/select the most likely story *ending*
◦ Given the first 4 sentences of the story

Full sentences

Multiple choice evaluation
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Mostafazadeh, N., Chambers, N., He, X., Parikh, D., Batra, D., Vanderwende, L., Kohli, P., & Allen, J. (2016). A Corpus and Cloze Evaluation for Deeper Understanding of 
Commonsense Stories. Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies (NAACL-HLT), 839–849. 
http://www.aclweb.org/anthology/N16-1098
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Think Pair Share
The Story Cloze Test was created for evaluating systems’ performance on 
understanding stories.

How could you use it instead for generation?
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Retrieval-Augmented Generation
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Retrieval-based language models (LMs)
Retrieval-based LMs = Retrieval + LMs
• It is a language model P(xn |x1, x2,⋯,xn−1)

The capital city of Ontario is 

(can be broadly extended to masked language 

models or encoder-decoder models)

• It retrieves from an external datastore (at least during inference time)
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Retrieval for knowledge-intensive NLP 
tasks

Representative tasks: open-domain QA, fact checking, entity linking, ..

Drives a lot of research on better algorithms for dense 

retrieval, e.g., DPR (Karpukhin et al., 2020), ColBERT 

(Khattab and Zaharia, 2020), ANCE (Xiong et al., 2021), 

Contriever (Izacard et al., 2022), …

Why retrieval LMs?

Image: http://ai.stanford.edu/blog/retrieval-based-NLP/
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Why retrieval-based LMs?
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Geoffrey Hinton is a renowned computer scientist … 

Here are five important papers authored by him:

1. "Learning Internal Representations by Error 

Propagation" (with D. E. Rumelhart and R. J. 

Williams) - This paper, published in 1986, ..

2. "Deep Boltzmann Machines" (with R.

Salakhutdinov) - Published in 2009, ..
…

4. "Deep Learning" (with Y. Bengio and A. Courville) -

Published as a book in 2016,…

5. "Attention Is All You Need" (with V. Vaswani, N. 

Shazeer, et al.) - Published in 2017, this paper 

introduced the Transformer model,…

(Mallen et al., 2023)

GPT-3 davinci-003: 20%-30% accuracy

What is Kathy Saltzman’s occupation?

List 5 important papers authored by Geoffrey Hinton

LLMs can’t memorize all (long-tail) knowledge in their parameters
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Alex Mallen, Akari Asai, Victor Zhong, Rajarshi Das, Daniel Khashabi, and Hannaneh Hajishirzi. 2023. When Not to Trust Language Models: Investigating Effectiveness of Parametric 
and Non-Parametric Memories. In Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 9802–9822, Toronto, 
Canada. Association for Computational Linguistics.
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Why retrieval-based LMs?
Who is the CEO of Twitter?

As of my knowledge cutoff in 

September 2021, the CEO of 

Twitter is Jack Dorsey….

• Existing knowledge editing methods are still 

NOT scalable (active research!)

• The datastore can be easily updated and

expanded - even without retraining! New!

LLMs’ knowledge is easily outdated and hard to update

10/2/2025 RETRIEVAL-AUGMENTED GENERATION 19



Actually Google AI gets it wrong too…
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Why retrieval-based LMs?
Generating text with citations

Can trace knowledge source 

from retrieval results - better 

interpretability & control

(Nakano et al. 2021; Menick et al., 

2022; Gao et al., 2023)
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LLMs’ output is challenging to interpret and verify



Why retrieval-based LMs?

LLMs’ output is challenging to interpret and verify
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Why retrieval-based LMs?

Individualization on private data by storing it in the datastore

LLMs are shown to easily leak private training data
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Carlini, N., et al. (2020). Extracting Training Data from Large Language Models. https://arxiv.org/abs/2012.07805

https://arxiv.org/abs/2012.07805


Why retrieval-based LMs?

LLMs are *large* and expensive to train and run

LM

Datastore

LMvs.

Long-term goal: can we possibly reduce the training and

inference costs, and scale down the size of LLMs?

e.g., RETRO (Borgeaud et al., 2021): “obtains 

comparable performance to GPT-3 on the Pile, 

despite using 25x fewer parameters”
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A Retrieval-based LM: Definition

A language model (LM) that uses

an external datastore at test time
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Typical LMs

LM

The capital city of Ontario is Toronto

Training time

LM

The capital city of Ontario is 
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Test time / Inference



Retrieval-based LMs

LM

The capital city of Ontario is Toronto

Training time

LM

The capital city of Ontario is 

Datastore!
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Test time / Inference



Inference

Datastore

Index

LMQuery

Input
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Inference: Datastore

Datastore

Raw text corpus

Index

LM

Input

Query
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At least billions~trillions of tokens 
Not labeled datasets

Not structured data (knowledge bases)

More recently 
people have used 

structured data



Inference: Index

Datastore

Index

LM

Input

Query
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Retrieval input
(not necessarily input to the LM)

Find a small subset of elements in a datastore 
that are the most similar to the query



Inference: Index
Goal: find a small subset of elements in a datastore that are the most similar to 
the query

sim: a similarity score between two pieces of text
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Inference: Index

sim(i, j) = tfi,j × log
N

# of occurrences of in j
dfi # of docs containing

# of total docs
Example

Goal: find a small subset of elements in a datastore that are the most similar to 
the query

sim: a similarity score between two pieces of text
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sim(i, j) = Encoder(i) ⋅ Encoder( j)
Maps the text into an -dimensional vector

Example

Remember cosine 
similarity from our 
discussion of word 

embeddings



Index:given q ,return argTop-kd∈𝒟sim(q, d) through fast nearest neighbor search

Inference: Index
Goal: find a small subset of elements in a datastore that are the most similar to 
the query

sim: a similarity score between two pieces of text
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k elements from a datastore

Can be a totally separate research area 

on how to do this fast & accurate
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Software: FAISS, Distributed FAISS, SCaNN, etc…

Exact Search

Approximate Search
(Relatively easy to scale to ~1B elements)

More info:https://github.com/
facebookresearch/faiss/wiki

https://github.com/ facebookresearch/faiss/wiki
https://github.com/ facebookresearch/faiss/wiki


Inference: Search

Datastore

Index

fast nearest 
neighbor search

In this tutorial,we assume 
we can do it fast & 

accurate

LM

Input

Query
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Retrieval

Index



Inference: Search
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Datastore

LM

Input

Query

Index



Variations of RAG

10/2/2025 RETRIEVAL-AUGMENTED GENERATION 37

Datastore

Index

LM

Input

Query

What’s the query & 
when do we retrieve?

What do we 
retrieve?

How do we 
use retrieval?



Variations of RAG

Text chunks (passages)?

What to retrieve?
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Tokens?

Something else?

LM

How to use retrieval?

Input

Output

When to retrieve?

w/ retrieval

The capital city of Ontario is Toronto.

w/ retrieval w/ r w/r w/r w/ r w/r w/r

The capital city of Ontario is Toronto.

w/ retrieval w/r w/r

The capital city of Ontario is Toronto.

Query



In-Class Activity
Skim the paper assigned to you

In your paper, find the answers to these questions

Share what you learned with your table

Don’t submit anything this time!
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What to 
retrieve?

How to use 
retrieval?

When to 
retrieve?

Once

Every token

Every n tokens

Intermediate layers

This is also an exercise for 
reading academic papers 
to look for specific details



Answers
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What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) Text chunks Input layer Once

RETRO (Borgeaud et al. 2022) Text chunks Intermediate layers Every n tokens

kNN-LM (Khandelwal et al. 2020) Tokens Output layer Every token

FLARE (Jiang et al. 2023) Text chunks Input layer
Every n tokens

(adaptive)

All models retrieve from the external text



Say Anything (2009)
Before neural methods, 
retrieval was used for 
generating stories
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Swanson, R. and Gordon, A. (2009) Open Domain Collaborative Storytelling With Say Anything. Third International Conference on Weblogs and Social Media, San Jose, CA, May 17-
20, 2009.



GROVE (2023)

10/2/2025 RETRIEVAL-AUGMENTED GENERATION 42
Zhihua Wen, Zhiliang Tian, Wei Wu, Yuxin Yang, Yanqi Shi, Zhen Huang, and Dongsheng Li. 2023. GROVE: A Retrieval-augmented Complex Story Generation Framework with A 
Forest of Evidence. In Findings of the Association for Computational Linguistics: EMNLP 2023, pages 3980–3998, Singapore. Association for Computational Linguistics.

https://aclanthology.org/2023.findings-emnlp.262/
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BERALL (2024) (to be presented on Tuesday)

10/2/2025 RETRIEVAL-AUGMENTED GENERATION 43
Rachel Chambers, Naomi Tack, Eliot Pearson, Lara J. Martin, Francis Ferraro, BERALL: Generating Retrieval-augmented State-based Interactive Fiction Games. Wordplay Workshop 
2024.
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