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Learning Objectives
Identify the components of a planning problem and how they are used in PDDL 

Distinguish between search and planning (and MDPs)

Discover limitations and benefits of planning for storytelling

Assess how LLMs and planning can work together for storytelling
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Review:
Formal Definition of a Search Problem

1. States: a set S

2. An initial state si∈ S

3. Actions: a set A

∀ s Actions(s) = the set of actions that can 

be executed in s.

4. Transition Model: ∀ s∀ a∈Actions(s) 

Result(s, a) → sr 

sr is called a successor of s 

{si }∪ Successors(si )* = state space

5. Path cost (Performance Measure): 

Must be additive, e.g. sum of distances, 

number of actions executed, …

c(x,a,y) is the step cost, assumed ≥ 0

◦ (where action a goes from state x to 

state y)

6. Goal test: Goal(s)

s is a goal state if Goal(s) is true. 

Can be implicit, e.g. checkmate(s)
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Planning
Planning: The process of searching for a plan
◦ This is why we can use algorithms like BFS to find plans

◦ “Plain” state-based search is useful when we just want to get to the goal (efficiently); 
planning is useful when we care about the path

◦ What we think of as “planning” is a combination of search and logic

Plan: The result of planning; a sequence of steps from the initial state to a goal 
state

Policy: A collection of transition functions (Result(s, a) → sr) that tell the agent 
what action it should take for a given state
◦ This will become more relevant when talking about reinforcement learning
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Classical Planning
Classical planning: The task of finding a sequence of action to accomplish a goal 
in an environment that:
• Is deterministic

• Is fully observable

• Contains a single agent

• Has a single initial state

• Is discrete

The solution to any problem in such an environment is a fixed sequence of 
actions.
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More complicated planning
In environments that are
• Nondeterministic

• Partially observable

• Etc.

The solution must recommend different future actions depending on 
the what percepts it receives.  This could be in the form of a 
branching strategy.
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Nondeterministic actions 
(with assigned probabilities) 
turn classical planning 
problems into an MDP!



Planning languages
PDDL (Planning Domain Definition Language)

STRIPS (Stanford Research Institute Problem Solver)

ADL (Action Description Language)

…
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We’ll focus on PDDL
PDDL breaks the planning problem into a domain and a problem description

The domain is consistent across problems (e.g., the description of the 
environment)

The problem defines what is going to be planned over
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Domain
(define (domain action-castle)
   (:requirements :strips :typing)
   (:types 
 player location direction
 fish crown - item
    )

   (:action go
      :parameters (?dir - direction ?p - player ?l1 - location ?l2 - location) 
      :precondition (and (at ?p ?l1) 
                               (connected ?l1 ?dir ?l2) 
                               (not (blocked ?l1 ?dir ?l2)))
      :effect (and (at ?p ?l2) 
                  (not (at ?p ?l1)))
   )

   (:action get
      :parameters (?item - item  ?p - player  ?l1 - location ) 
      :precondition (and (at ?p ?l1) 
                               (at ?item ?l1))
      :effect (and (inventory ?p ?item) 
                   (not (at ?item ?l1)))
   ))

Actions

Domain name

Object Types (can 
be hierarchical)

Parameters 
(variables)

Preconditions

Effects Logical statements
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Problem
(define (problem navigate-to-location)
   (:domain action-castle)

   (:objects
      npc - player
      cottage gardenpath fishingpond gardenpath      
      windingpath talltree drawbridge courtyard 
      towerstairs tower dungeonstairs dungeon 
      greatfeastinghall throneroom - location
      in out north south east west up down - direction
   )

   (:init
      (at npc cottage)
      (connected cottage out gardenpath)
      (connected gardenpath in cottage)
      (connected gardenpath south fishingpond)
      (connected fishingpond north gardenpath)
   )

   (:goal (and (at npc throneroom) (sitting npc throne)))
)

Initial State

Goal

Problem name

What domain to 
useObjects

(the atoms)



State Representation
In PDDL, a state is represented as a conjunction of logical sentences that are 
ground atomic fluents. 

E.g., 

  (connected gardenpath in cottage)

We make the closed world assumption: any fluent not mentioned is false
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Ground means 
they contain no 

variables
Atomic sentences 
logical statements 

that can’t be 
broken down

Fluent means an aspect 
of the world that can 

change over time
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Forward State-Space Search for Planning

At(Player, Cottage)

At(Pole, Cottage)

At(Player, Garden Path)

At(Pole Cottage)

At(Player, Cottage) 

Inventory(Pole)

Go(Player, Cottage, Out, Fishing Pond)

Get Pole

Go South

At(Player, Fishing Pond)

At(Pole, Cottage)

At(Player, Garden Path)

Inventory(Pole)

Go Out

Go South At(Player, Fishing Pond)

Inventory(Pole)

Fish

At(Player, Fishing Pond)

Inventory(Pole)

Inventory(Fish)

At(Player, Garden Path)

At(Pole, Cottage)

Go North

Ground action 
with no variables

Actions must be 
applicable. 
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Backward State-Space Search for Planning
(aka Regression Search)

At(Player, Cottage)

At(Pole, Cottage)

At(Player, Cottage)

Inventory(Pole)

Get Pole
Go South

At(Player, ?loc)

HasPond(?loc)

Inventory(Pole)
Fish

Inventory(Fish)

Start with the 
goal, work 

backwards to 
initial state

Pick relevant 
actions.

Negative literals in the 
effects are kept in a 

delete list DEL

Positive literals in 
the effects are 

kept in an ADD list

At(Player, Garden Path)

HasPond(Fishing Pond)

Connected(GP, South, FP)

Inventory(Pole)

Go Out

Given a goal g and action a, the regression from g to a gives 
a state g’ description whose literals are given by:
POS(g’) = (POS(g)-ADD(a)) U POS(Preconditions(a)) 
NEG(g’) = (NEG(g)-DEL(a)) U NEG(Preconditions(a))



10/16/2025 PLANNING + NEURAL PLANNING 14

Backward State-Space Search for Planning
(aka Regression Search)

Given a goal g and action a, the regression from g to a gives 
a state g’ description whose literals are given by:
POS(g’) = (POS(g)-ADD(a)) U POS(Preconditions(a)) 
NEG(g’) = (NEG(g)-DEL(a)) U NEG(Preconditions(a))

Or simply:
g’ = (g - effects(a)) U Preconditions(a)



Partial-Order Planning
Keep a partial order of steps and only commit to an ordering when forced to

For example:
◦ Go north

◦ Pick up sword; Pick up lantern

◦ Go west
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Review:
Partial Order Causal Link (POCL) planning
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S. G. Ware and R. M. Young, “CPOCL: A Narrative Planner Supporting Conflict,” AAAI Conference on Artificial Intelligence 
and Interactive Digital Entertainment (AIIDE), vol. 7, no. 1, pp. 97–102, 2011, doi: 10.1609/aiide.v7i1.12428.

https://doi.org/10.1609/aiide.v7i1.12428


Think-Pair-Share
What are some limitations of planning for storytelling?

What are some benefits?
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Planning for IF
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Neural Planning
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Types of Neural Planning
Generation of planning language code
◦ To be run through planner
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PDDLGO
Iterative creation of PDDL problem

Treat as partially-observed

Keep regenerating until plan succeeds
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Types of Neural Planning
Generation of planning language code
◦ To be run through planner

Generation of planning-esque components
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Neural Story Planning
Generates preconditions for characters
◦ Items needed

◦ Locations

◦ Item states

◦ Context (How)

◦ Interactions with others

◦ Reasons

Partial-order-planning–inspired 
generation
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StoryVerse
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Yi Wang, Qian Zhou, and David Ledo. 2024. StoryVerse: Towards Co-authoring Dynamic Plot with LLM-based Character Simulation via Narrative Planning. In Proceedings of the 19th 
International Conference on the Foundations of Digital Games (FDG '24). Association for Computing Machinery, New York, NY, USA, Article 55, 1–4. 
https://dl.acm.org/doi/10.1145/3649921.3656987
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Types of Neural Planning
Generation of planning language code
◦ To be run through planner

Generation of planning-esque components

Use of LLM as informal planner
◦ Like the procedures work we looked at
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Types of Neural Planning
Generation of planning language code
◦ To be run through planner

Generation of planning-esque components

Use of LLM as informal planner
◦ Like the procedures work we looked at

◦ Or using techniques like CoT
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Language Meets Games Workshop at EMNLP 2025. https://arxiv.org/abs/2412.10582

https://arxiv.org/abs/2412.10582


Types of Neural Planning
Generation of planning language code
◦ To be run through planner

Generation of planning-esque components

Use of LLM as informal planner
◦ Like the procedures work we looked at

◦ Or using techniques like CoT

◦ Or guided/hierarchical generation like Plan & Write
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