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Learning Objectives
▪ Appraise the different ways people have used script/plot-like structures to guide 

neural networks

▪ Consider how a guided system would work with transformers

▪ Compare and contrast previously-made guided systems

▪ Define the Story Cloze Test and determine its place in guided story generation



Plan-and-
Write



Extracting Plots
Carrie had just learned how to ride a bike. She didn’t have a bike of her own. 
Carrie would sneak rides on her sister’s bike. She got nervous on a hill and 
crashed into a wall. The bike frame bent and Carrie got a deep gash on her 
leg.

Carrie→bike→sneak→nervous→leg

Yao, L., Peng, N., Weischedel, R., Knight, K., Zhao, D., & Yan, R. (2019). Plan-And-Write: Towards Better Automatic Storytelling. AAAI Conference on Artificial Intelligence 
(AAAI), 33(1), 7378–7385. https://aaai.org/ojs/index.php/AAAI/article/view/4726

Carrie had just learned how to ride a bike. She didn’t have a bike of her own. 
Carrie would sneak rides on her sister’s bike. She got nervous on a hill and 
crashed into a wall. The bike frame bent and Carrie got a deep gash on her 
leg.



Plan-and-Write Overview
▪ Extracted most important word from each sentence using RAKE algorithm (keyword 

extraction) to create a storyline (aka plot)

▪ Used storyline as input to plan out stories

▪ Dynamic generation → using storyline and sentences to inform each other

▪  Static generation → plan ahead and then generate

Yao, L., Peng, N., Weischedel, R., Knight, K., Zhao, D., & Yan, R. (2019). Plan-And-Write: Towards Better Automatic Storytelling. AAAI 
Conference on Artificial Intelligence (AAAI), 33(1), 7378–7385. https://aaai.org/ojs/index.php/AAAI/article/view/4726



System Diagram

Yao, L., Peng, N., Weischedel, R., Knight, K., Zhao, D., & Yan, R. (2019). Plan-And-Write: Towards Better Automatic Storytelling. AAAI Conference on Artificial Intelligence 
(AAAI), 33(1), 7378–7385. https://aaai.org/ojs/index.php/AAAI/article/view/4726



Examples

Yao, L., Peng, N., Weischedel, R., Knight, K., Zhao, D., & Yan, R. (2019). Plan-And-Write: Towards Better Automatic Storytelling. AAAI Conference on Artificial Intelligence 
(AAAI), 33(1), 7378–7385. https://aaai.org/ojs/index.php/AAAI/article/view/4726



Plan, Write, and Revise

Goldfarb-Tarrant, S., Feng, H., & Peng, N. (2019). Plan, Write, and Revise: an Interactive System for Open-Domain Story Generation. Conference of the North American 
Chapter of the Association for Computational Linguistics (NAACL) Demo Track.



Plan, Write, and Revise

Goldfarb-Tarrant, S., Feng, H., & Peng, N. (2019). Plan, Write, and Revise: an Interactive System for Open-Domain Story Generation. Conference of the North American 
Chapter of the Association for Computational Linguistics (NAACL) Demo Track.



Think-Pair-Share
▪ Plan, Write, and Revise was written in 2019. How might you “update” this work? 

Does it need to be updated?



Re3

K. Yang, Y. Tian, N. Peng, and D. Klein, “Re3: Generating Longer Stories With Recursive Reprompting and Revision,” in Conference on Empirical Methods in Natural Language Processing 
(EMNLP), Abu Dhabi, United Arab Emirates: Association for Computational Linguistics, Dec. 2022, pp. 4393–4479. doi: 10.18653/v1/2022.emnlp-main.296.

https://doi.org/10.18653/v1/2022.emnlp-main.296


Guided Open 
Story Generation 
Using 
Probabilistic 
Graphical Models



Overview
▪ Use discourse representation structure (DRS) parser to get semantic relationships

Gandhi, S., & Harrison, B. (2019). Guided open story generation using probabilistic graphical models. International Conference on the Foundations of Digital Games (FDG), 
1–7. https://doi.org/10.1145/3337722.3341871



Overview
▪ Use discourse representation structure (DRS) parser to get semantic relationships

▪ Story graph: “edges […] between story verb nodes and story subject-object nodes.”

Gandhi, S., & Harrison, B. (2019). Guided open story generation using probabilistic graphical models. International Conference on the Foundations of Digital Games (FDG), 
1–7. https://doi.org/10.1145/3337722.3341871
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Overview
▪ Use discourse representation structure (DRS) parser to get semantic relationships

▪ Story graph: “edges […] between story verb nodes and story subject-object nodes.”

▪ Goal Graph: “relationship between author goals and story events”

▪ Use VIST Storytelling dataset

Gandhi, S., & Harrison, B. (2019). Guided open story generation using probabilistic graphical models. International Conference on the Foundations of Digital Games (FDG), 
1–7. https://doi.org/10.1145/3337722.3341871



VIST

From VIST: Visual Storytelling Dataset (visionandlanguage.net)
T.-H. Huang et al., “Visual Storytelling,” in Conference of the North American Chapter of the Association for Computational 
Linguistics: Human Language Technologies (NAACL), San Diego, California: Association for Computational Linguistics, Jun. 
2016, pp. 1233–1239. Available: https://aclanthology.org/N16-1147/

http://visionandlanguage.net/VIST/
https://aclanthology.org/N16-1147/


System Diagram

Gandhi, S., & Harrison, B. (2019). Guided open story generation using probabilistic graphical models. International Conference on the Foundations of Digital Games (FDG), 
1–7. https://doi.org/10.1145/3337722.3341871



Story Generation

Gandhi, S., & Harrison, B. (2019). Guided open story generation using probabilistic graphical models. International Conference on the Foundations of Digital Games (FDG), 
1–7. https://doi.org/10.1145/3337722.3341871

Subject-Verb

Subject-Object



Story Realization: 
Expanding Plot 
Events into 
Sentences



Overview

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & Riedl, M. O. (2020). Story Realization: Expanding Plot Events into Sentences. AAAI Conference on 
Artificial Intelligence (AAAI), 34(5), 7375–7382. https://ojs.aaai.org//index.php/AAAI/article/view/6232

▪ Extract events from stories

▪ Generate the plot using a seq2seq network

▪ Use an ensemble of methods to find the 
best sentence given an event

▪ Get a confidence score from each model, 
and accept the sentence if it’s above a 
threshold



Balance

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & Riedl, M. O. (2020). Story Realization: Expanding Plot Events into Sentences. AAAI Conference on 
Artificial Intelligence (AAAI), 34(5), 7375–7382. https://ojs.aaai.org//index.php/AAAI/article/view/6232



Cascading Ensemble
▪ RetEdit

▪ Sentence Templates

▪ Monte Carlo Beam Search

▪ Finite State Machine Constrained Beams

▪ Seq2Seq

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & Riedl, M. O. (2020). Story Realization: Expanding Plot Events into Sentences. AAAI Conference on 
Artificial Intelligence (AAAI), 34(5), 7375–7382. https://ojs.aaai.org//index.php/AAAI/article/view/6232



RetEdit
▪ Retrieve: Map event to its closest sentence and retrieve that

▪ Edit:

Seq2seq with attention and copying (Gu et al., 2016)

Takes the retrieved sentence and the original input event, then edits

▪ Confidence score: proportional to 1 – retrieval distance

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & Riedl, M. O. (2020). Story Realization: Expanding Plot Events into Sentences. AAAI Conference on 
Artificial Intelligence (AAAI), 34(5), 7375–7382. https://ojs.aaai.org//index.php/AAAI/article/view/6232



Sentence Templates

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & Riedl, M. O. (2020). Story Realization: Expanding Plot Events into Sentences. AAAI Conference on 
Artificial Intelligence (AAAI), 34(5), 7375–7382. https://ojs.aaai.org//index.php/AAAI/article/view/6232



Monte Carlo Beam Search

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & Riedl, M. O. (2020). Story Realization: Expanding Plot Events into Sentences. AAAI Conference on 
Artificial Intelligence (AAAI), 34(5), 7375–7382. https://ojs.aaai.org//index.php/AAAI/article/view/6232

Beams weighted to favor
tokens in input

Weights learned at
validation



Finite State Machine Constrained Beams

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & Riedl, M. O. (2020). Story Realization: Expanding Plot Events into Sentences. AAAI Conference on 
Artificial Intelligence (AAAI), 34(5), 7375–7382. https://ojs.aaai.org//index.php/AAAI/article/view/6232



Examples

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & Riedl, M. O. (2020). Story Realization: Expanding Plot Events into Sentences. AAAI Conference on 
Artificial Intelligence (AAAI), 34(5), 7375–7382. https://ojs.aaai.org//index.php/AAAI/article/view/6232



End-to-End Examples

Ammanabrolu, P., Tien, E., Cheung, W., Luo, Z., Ma, W., Martin, L. J., & Riedl, M. O. (2020). Story Realization: Expanding Plot Events into Sentences. AAAI Conference on 
Artificial Intelligence (AAAI), 34(5), 7375–7382. https://ojs.aaai.org//index.php/AAAI/article/view/6232





How do all of these 
guided systems differ?



How are all they 
similar?



Think-Pair-Share
We saw how Plan & Write has evolved.
How might some of these other techniques differ when using transformers (if at all)?



The Story Cloze Test



What is a Cloze Test?
▪ Something is removed from a text; try to guess what’s missing 

▪ Used for reading comprehension, grammar, etc. (with humans)



Unsupervised 
Learning of 
Narrative 
Event Chains



Narrative Cloze Test
▪ Evaluate “event relatedness”

▪ Find which events could be missing from a narrative chain

▪ Uses verbs only

N. Chambers and D. Jurafsky, “Unsupervised Learning of Narrative Event Chains,” in Annual Meeting of the Association for Computational Linguistics: Human Language 
Technologies (ACL-HLT), 2008, pp. 789–797, doi: 10.1.1.143.1555.



Narrative Cloze Test

N. Chambers and D. Jurafsky, “Unsupervised Learning of Narrative Event Chains,” in Annual Meeting of the Association for Computational Linguistics: Human Language 
Technologies (ACL-HLT), 2008, pp. 789–797, doi: 10.1.1.143.1555.

X pleaded _

X admits _

_ convicted X



A Corpus and 
Cloze Evaluation 
for Deeper 
Understanding of 
Commonsense 
Stories



Finish the story
Gina was worried the cookie dough in the tube would be gross.

She was very happy to find she was wrong.

The cookies from the tube were as good as from scratch.

Gina intended to only eat 2 cookies and save the rest.

A. Gina liked the cookies so much she ate them all in one sitting.

B. Gina gave the cookies away at her church.

Mostafazadeh, N., Chambers, N., He, X., Parikh, D., Batra, D., Vanderwende, L., Kohli, P., & Allen, J. (2016). A Corpus and Cloze Evaluation for Deeper Understanding of Commonsense Stories. 
Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies (NAACL-HLT), 839–849. http://www.aclweb.org/anthology/N16-1098



Story Cloze Test
▪ Predict/select the most likely story *ending*

Given the first 4 sentences of the story

▪ Full sentences

▪ Multiple choice evaluation

Mostafazadeh, N., Chambers, N., He, X., Parikh, D., Batra, D., Vanderwende, L., Kohli, P., & Allen, J. (2016). A Corpus and Cloze Evaluation for Deeper Understanding of Commonsense Stories. 
Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies (NAACL-HLT), 839–849. http://www.aclweb.org/anthology/N16-1098





How could you use 
the Story Cloze Task 
for generation?



Class Stuff



Thursday’s Class
• Keerthi Sree Kopparaju - Reasoning about Goals, Steps, and Temporal Ordering with 

WikiHow
• Hanuma Sashank Samudrala - Enhanced Story Representation by ConceptNet for Predicting 

Story Endings
• Patty Delafuente - Controllable Neural Story Plot Generation via Reward Shaping
• Arya Honraopatil - Implicit Representations of Meaning in Neural Language Models
• Pooja Guttal - What do Large Language Models Learn about Scripts?

Slides are due 5pm tomorrow.
I will be using those slides on my computer. We will not be switching computers.
I will be keeping the presentations to a strict 8 minutes, so please practice ahead of time!!



Deadlines
▪ Project proposals are due tonight at 11:59pm

https://laramartin.net/interactive-fiction-class/homeworks/project/project-
proposal.html

▪ HW 2 due 10/7 at 11:59pm

https://laramartin.net/interactive-fiction-class/homeworks/generating-
descriptions/generating-descriptions.html

https://laramartin.net/interactive-fiction-class/homeworks/project/project-proposal.html
https://laramartin.net/interactive-fiction-class/homeworks/project/project-proposal.html
https://laramartin.net/interactive-fiction-class/homeworks/generating-descriptions/generating-descriptions.html
https://laramartin.net/interactive-fiction-class/homeworks/generating-descriptions/generating-descriptions.html
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