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Introduction

Prosody: the melodic structure of speech > meaning in speech
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Our focus: uncertainty in prosody-> entropy

Question: Does the amount of uncertainty a person expresses correlate with the ambiguity of the color one Is trying to describe?
Hypothesis: If so, there will be prosodic information that distinguishes utterances in low-entropy contexts from utterances in high-

entropy contexts.

Methods

Data: *XKCD color internet survey
222,500 participants typed
color names
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+ 60 RGB colors (30 high and 30 low entropy) . 18 American native-English
* Presented one at a time in random order In speakers
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of syllables, # of
pauses (>= 0.3 s),
total duration, length
of phonation, speech
rate, articulation rate,
ASD (phonation

length/ # syllables)
(Wempe & de Jong 2008)

ToBI final tones
(L-L%, H-L%, L-H%, H-H%)

# filled-pauses
(words like “um
and “uh”)
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(10 female, 8 male)
* Not colorblind
Collectlon Given 6 seconds to verbally
state the name of the color
(while being recorded)
» 488 low-entropy recordings
* 468 high-entropy recordings
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Binary Classification
10-fold CV using Weka
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Participant saying “dark green” with try tone (H-H%).

Questzans for Future Work

* Were these prosodic cues really
measuring uncertainty or just the difficulty
of the task?

* Why didn’t intonation play a bigger role?
Why were people mostly using H-L%
monotone or L-H%? Could we make the
task more like a conversation?

 Why was there a gender difference?
Cultural? Biological?

* Can this be used In applications? For
example, If people used more uncertainty
while using voice search, would It
Improve precision and/or recall?

* Will this work with other media besides
color?

* Are these features cross-lingual?

Conclusions

* Entropy can correlate with prosodic cues
thought to predict uncertainty in speech

* We can use crowdsourced data to
calculate entropy values, despite being
from a non-verbal task
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